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A B S T R A C T

Mass-media reports on an epidemic or pandemic have the potential to modify human behaviour and affect social
attitudes. Here we construct a Filippov model to evaluate the effects of media coverage and quarantine on the
transmission dynamics of influenza. We first choose a piecewise smooth incidence rate to represent media re-
ports being triggered once the number of infected individuals exceeds a certain critical level Ic1. Further, if the
number of infected cases increases and exceeds another larger threshold value Ic2 (> Ic1), we consider that the
incidence rate tends to a saturation level due to the protection measures taken by individuals; meanwhile, we
begin to quarantine susceptible individuals when the number of susceptible individuals is larger than a threshold
value Sc. Then, for each susceptible threshold value Sc, the global properties of the Filippov model with regard to
the existence and stability of all possible equilibria and sliding-mode dynamics are examined, as we vary the
infected threshold values Ic1 and Ic2. We show generically that the Filippov system stabilizes at either the en-
demic equilibrium of the subsystem or the pseudoequilibrium on the switching surface or the endemic equili-
brium =E S I( , ),c c c2 depending on the choice of the threshold values. The findings suggest that proper combi-
nations of infected and susceptible threshold values can maintain the number of infected individuals either
below a certain threshold level or at a previously given level.

1. Introduction

Influenza infections are currently some of the most costly and
deadly zoonoses due to the virus’s pathogenicity and ability to rapidly
spread and evolve [1,2]. Further, influenza has been reported as a
significant threat to public health around the world because of the risk
of zoonotic infections; that is, it has the potential to cause severe dis-
ease in people and to adapt to transmit efficiently in human beings
[3–5]. Influenza viruses, belonging to the family Orthomyxoviridae, are
common contagious pathogens that can cause acute respiratory tract
illness in humans [6]. Specifically, influenza viruses can be classified
into three types, A, B and C, of which type A and C viruses infect hu-
mans and many other species, while type B only infects humans and
seals [7,8]. According to reactivity with two surface glycoproteins,
hemagglutinin (HA) and neuraminidase (NA), influenza A viruses can
be further divided into eighteen HA subtypes (H1–H18) and eleven NA
subtypes (N1–N11) with a total of 144 subtypes possible, whereas in-
fluenza B virus has no subtypes [9,10].

The first reports of avian influenza A in humans (H5N1) emerged
from Hong Kong in 1997, which changed people’s general belief that

avian influenza viruses were non-infectious to human beings. In March
2013, the first human case of influenza A (H7N9) infection was iden-
tified in Eastern China. Since that time, over 650 human cases have
been reported to the World Health Organization [11,12]. So far, most
reported cases have been epidemiologically linked to close contact with
either contaminated environment or infected poultry. Nevertheless,
some epidemiological investigations have provided evidence that in-
fluenza viruses could transmit from person to person [13–15]. For ex-
ample, the mutations in H5N1 and H7N9 viruses could potentially
transmit between human beings [16,17]. Therefore a number of
countries have implemented their control strategies to combat and re-
duce the burden of a possible potential pandemic outbreak, including
primarily media coverage, education, increased hygiene, use of pro-
tective devices (e.g., face masks) and quarantine.

In order to better understand influenza infections and quantify the
efficacy of various control strategies, mathematical modelling studies
have been extensively carried out [18–21]. In particular, the impact of
media coverage on the spreading and controlling of influenza has
gained a substantial amount of attention [22–25]. Media reports on the
numbers of infected influenza cases and deaths can greatly affect
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human behaviour and social responses; for example, individual beha-
viour may range from hand washing or wearing protective masks to
avoiding social contact with infected patients, which may consequently
lead to a reduction in the transmission rate or effective contact rate of
the susceptible individuals. Xiao et al. [26] extended the classical SIR
model to a Filippov model by using a piecewise smooth function, de-
pending on both the case number and its rate of change, to evaluate the
effect of media coverage and other control strategies (such as quar-
antine or isolation) on the spread of A/H1N1 influenza in the Shaanxi
province of China. They found that media coverage significantly de-
layed the epidemic’s peak and decreased the severity of influenza
outbreak. A stochastic, agent-based model was formulated to in-
vestigate the effects of mass-media reports in the 2009 H1N1 pandemic,
which shows that the variability in some public control measurements
can be affected by the report rate and the rate at which individuals relax
their healthy behaviours (i.e., media fatigue) [27].

In practice, at the initial stage of human influenza spreading, both
the general public and mass media pay little attention to the disease.
Generally, mass-media reports and social responses to the information
begin to arise only when the number of infected individuals reaches and
exceeds a certain threshold level. Thus individuals are encouraged to
change their personal behaviours and take precautionary measures
against influenza. Meanwhile, health-education campaigns and hygiene
practices can be strengthened through the media to inform the public
on current health issues. Nevertheless, with the influenza spreading
further, when the number of infected cases increases and exceeds a
certain larger threshold level, the incidence rate tends to a saturation
level because of the protection measures taken by human beings.
Additionally, quarantine (of susceptible individuals) is one of the ef-
fective control strategies to reduce the spread of influenza in given
populations. Implementing this strategy, however, can inflict sig-
nificant socio-economic and psychological costs. Consequently, it is
important for policymakers to consider when to take this control
measure. Thus an appropriate threshold policy is required to combat
the influenza outbreak or at least reduce the number of infected in-
dividuals to a tolerance level. Therefore our main purpose is to con-
struct a Filippov model to describe the impact of media coverage and
quarantine on the transmission dynamics of human influenza by in-
troducing piecewise continuous functions.

2. The Filippov model

In this section, we formulate a Filippov influenza model in-
corporating media coverage and quarantine of susceptible individuals.
Influenza is considered to be manageable when the number of infected
individuals is less than an infected threshold level Ic1; thus no control
strategy is required. Once the case number is larger than the threshold
value I ,c1 mass media begins to report information about the disease —
including methods of transmission and the numbers of infected cases
and deaths — and thus the general public are sufficiently aware of the
infection to change their personal behaviours, resulting in a reduction
(ϵ1) in the transmission rate β. Furthermore, when the number of in-
fected individuals increases and exceeds another larger infected
threshold value Ic2 (> Ic1), the incidence rate tends to a saturation level
due to healthy measurements taken by the susceptible individuals. We
model such an incidence rate with a saturated function (increasing and
bounded, −

+
β SI

hI
(1 ϵ )
1

2 ). Here ϵ2 is the reduction in the transmission rate β,
with ϵ2 > ϵ1, and h measures the inhibitory effort so that

+ hI
1

1
de-

scribes the saturation due to the protection measures of susceptible
individuals or the crowding of infected individuals when the number of
infected cases increases. Additionally, when >I I ,c2 we consider that
quarantine of susceptible individuals is not implemented when the

number of susceptible individuals is less than a susceptible threshold
value Sc, and we quarantine susceptible individuals at a rate of q when
S > Sc. We illustrate the threshold policy in Fig. 1.

We divide the total population into three sub-populations, ac-
cording to their disease status: susceptible individuals (S), infected in-
dividuals (I) and recovered individuals (R). Let Λ be the (constant)
recruitment rate to the susceptible population, μ be the natural death
rate, α be the disease-related death rate and γ be the recovery rate.
Moreover, the detailed descriptions of all these parameters are listed in
Table 1. Then we consider the global dynamics of the three sub-popu-
lations by constructing a Filippov model, which can be described by
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Since R (recovered individuals) is not involved in the rest of the
equations, we do not include the last equation of model (2.1) in our
analysis. Then the (S, I) space +

2 can be divided into the following
seven regions.

Fig. 1. Schematic diagram illustrating the threshold policy.

Table 1
Definitions of parameters in the Filippov model (2.1)–(2.2).

Parameter Description Value Resource

Λ Human recruitment rate (individuals per day) 1000
365

[28]

β Transmission rate (per individual per day) 0.078 [29]
μ Natural death rate (per day)

×
1

70 365
[30]

α Disease-related death rate (per day) 0.077 [29]
γ Recovery rate (per day) 0.091 [29]
ϵ1 Reduction in transmission due to media

coverage
0.6 Assumed

ϵ2 Reduction in transmission due to media
coverage

0.7 Assumed

h The half saturation rate 0.05 Assumed
q Quarantine rate (per day) 0.1 Assumed
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In addition, the normal vector that is perpendicular to Ω1 and Ω2 is
defined as =n (0, 1) ,T

1 while the normal vector that is perpendicular to
Ω3 is =n (1, 0)T

2 . The following definitions of several types of equilibria
for the Filippov system (2.1)–(2.2) are necessary throughout the paper.
Denote the right-hand side of the Filippov model (2.1) by f.

Definition 2.1. Let E* be such that =F E( *) 0,i =i 1, 2, 3, 4. Then E* is
called a real equilibrium of system (2.1)–(2.2) if it belongs to Gi and a
virtual equilibrium if it belongs to Gj, j≠ i.

Definition 2.2. A sliding mode exists if there are subsets Σ of the
manifold Ωj ( =j 1, 2, 3) such that the flows of f (outside Ωj) are
directed toward each other on them.

For our model, {(S, I)∈Ω1: ⟨n1, F1⟩ > 0, ⟨n1, F2⟩ < 0}, {(S,
I)∈Ω2: ⟨n1, F2⟩ > 0, ⟨n1, F3⟩ < 0} and {(S, I)∈Ω3: ⟨n2, F3⟩ > 0, ⟨n2,
F4⟩ < 0} are the sliding modes on Ω1, Ω2 and Ω3, respectively.

By the Filippov convex method [31,32], the differential equations of
sliding-mode dynamics on Σ⊂Ωj can be obtained. We denote them by
Ψj(S, I). Let =+ →F S I F x y( , ) lim ( , )x y S I( , ) ( , ) for (x, y) on the one side of Ωj

and =− →F S I F x y( , ) lim ( , )x y S I( , ) ( , ) for (x, y) on the other side of Ωj. Then

= + −+ −S I λ F S I λ F S IΨ ( , ) ( , ) (1 ) ( , ),j j j where = −
−

− +
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n F S I
n F S I F S I
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, ( , ) ( , )

0 < λj < 1 and n is the normal vector to Ωj.

Definition 2.3. A point EP is called a pseudoequilibrium if EP is an
equilibrium on the sliding domain Σ; that is, =EΨ ( ) 0j

P and EP∈ Σ⊂Ωj

( =j 1, 2, 3).

Definition 2.4. The set of all points (S, I) on Ωj ( =j 1, 2, 3) such that
the flow of f (outside Ωj) approaches (S, I) from all sides is an attraction
sliding mode. When the attraction sliding mode consists of only one
point, we call this point a pseudoattractor.

2.1. Dynamics in region Gi, =i 1, 2, 3, 4

In this section, we investigate the dynamics of system (2.1) in region
Gi, =i 1, 2, 3, 4. Since these systems have been studied in many papers
[19,21,23,33], we only present the main results here. For each region
Gi, there are two equilibria: the disease-free equilibrium, Ei0, and a
unique endemic equilibrium, =E S I( *, *),i i i =i 1, 2, 3, 4, which can be
represented as
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Furthermore, in region Gi, the basic reproduction number is R0i, for
=i 1, 2, 3, 4, where
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Lemma 2.1. The set = ∈ + ≤+{ }D S I S I( , ) :i μ
2 Λ

 is a positively
invariant and attracting region for the model in region Gi, for =i 1, 2, 3,
while the set = ∈ + ≤+ +{ }D S I S I( , ) : μ q4

2 Λ
 is a positively invariant and

attracting region for the model in region G4.

Since the proof of Lemma 2.1 is simple and straightforward, we
refer the reader to Chong et al. [20,34] for further details.

Theorem 2.1. The disease-free equilibrium, Ei0, is globally asymptotically
stable if R0i < 1, while the unique endemic equilibrium, Ei, is globally
asymptotically stable if R0i > 1, for =i 1, 2, 3, 4.

Proof. If R0i < 1, taking a Lyapunov function
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When R0i < 1, ≤ 0dV
dt and the equality holds only for =S Si0 and =I 0.

Hence, by LaSalle’s invariance principle, Ei0 is globally asymptotically
stable, for =i 1, 2, 3, 4.

If R0i > 1, the Jacobian matrix of the model in region Gi at the
endemic equilibrium Ei possesses two eigenvalues with negative real
parts, so it is locally asymptotically stable. Denote the first and second
components of the right-hand side of the system in region Gi by Fi1(x)
and Fi2(x), for =i 1, 2, 3, 4. Further, choosing a Dulac function
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Thus by the Bendixson–Dulac criterion, we can exclude the existence of
limit cycles, and hence Ei is globally asymptotically stable, for

=i 1, 2, 3, 4. □

2.2. Sliding modes on Ω1, Ω2 and their dynamics

In this section, we study the sliding-mode dynamics on the two
switching surfaces Ω1 and Ω2. First, the existence of the sliding mode on
Ω1 is assured if ⟨n1, F1⟩ > 0 and ⟨n1, F2⟩ < 0. Therefore the sliding
mode Σ1 on Ω1 is defined as

= ∈ < <S I S S SΣ {( , ) Ω : * *}.1 1 1 2 (2.3)

We use the Filippov convex method [31,32] as follows:
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Thus we can get differential equations describing the sliding-mode
dynamics along the manifold Σ1 for system (2.1)–(2.2) as
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thermore, it is stable on Σ1⊂Ω1.

Theorem 2.2. Es1 is a stable pseudoequilibrium on Σ1⊂Ω1 if it is feasible.
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Thus solutions are attracting. □

Next, from ⟨n1, F2⟩ > 0 and ⟨n1, F3⟩ < 0, there may exist a sliding
mode on Ω2, depending on the threshold value Sc, which is defined as

= ∈ < <

=
+ + +

−

S I S S S H

H
hI μ α γ

β

Σ {( , ) Ω : * min{ , }},

where
(1 )( )

(1 ϵ )
.

c

c

2 2 2 1

1
2

2

(2.5)

Then if the sliding mode Σ2 exists, by the Filippov convex method, the
sliding-mode dynamics on Σ2⊂Ω2 are governed by
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a sliding mode on Ω2, depending on the threshold value Sc, which is
defined as

= ∈ < <S I S S S HΣ {( , ) Ω : max{ *, } }.c3 2 2 1 (2.7)

Moreover, if the sliding mode Σ3 exists, the sliding-mode dynamics on
Σ3⊂Ω2 are described by
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Finally, according to (2.5) and (2.7), we consider different situations of
the sliding mode Σ2 and Σ3 and seek conditions under which Es2 and Es3
become pseudoequilibria on Σ2⊂Ω2 and Σ3⊂Ω2, respectively.

Proposition 2.1. Note that >H S *1 2 is always satisfied. According to the
value of Sc, we have the following three situations.

(I) If <S S *,c 2 then Σ2 does not exist, while
= ∈ < <S I S S HΣ {( , ) Ω : * }3 2 2 1 exists.

• Es2 does not exist, while Es3∈ Σ3⊂Ω2 if < <S S H* *s2 3 1; that is,
< <I I I* *c4 22 .

(II) If < <S S H* ,c2 1 then = ∈ < <S I S S SΣ {( , ) Ω : * },c2 2 2
= ∈ < <S I S S HΣ {( , ) Ω : }c3 2 1 .

• Es2∈ Σ2⊂Ω2 if < <S S S* *s c2 2 ; that is, < <g I I*,c1 22 where
= −

+ +g μS
μ α γ1
Λ c ;

• Es3∈ Σ3⊂Ω2 if < <S S H*c s3 1; that is, < <I I g* ,c4 32 where
= < <− +

+ +g g gμ q S
μ α γ2

Λ ( )
3 1

c .

(III) If Sc > H1, then = ∈ < <S I S S HΣ {( , ) Ω : * },2 2 2 1 while the sliding
mode Σ3 does not exist.

• Es2∈ Σ2⊂Ω2 if < <S S H* *s2 2 1; that is, < <I I I* *,c3 22 while Es3 does
not exist.

Proof. We will derive g3, since all others can be obtained by direct
calculation. For situation (II), < <S S H* c2 1; thus Es3 becomes a
pseudoequilibrium on Σ3⊂Ω2 if < <S S H*c s3 1. First, we have

< ⇔ >S H I I* *s c3 1 42 . Then we consider >S S*s c3 . Since

− =
− + + − + − + − −

− + − − + − +

+
+ + + − −

− + − − + − +

S S
μ α γ I μ q S β hI β

μ β hI β qβ hI
q μ α γ hI β S

μ β hI β qβ hI

* (Λ ( ) ( ) )( (1 ϵ )(1 ) (1 ϵ ))
( (1 ϵ )(1 ) (1 ϵ )) (1 ϵ )(1 )

(( )(1 ) (1 ϵ ) )
( (1 ϵ )(1 ) (1 ϵ )) (1 ϵ )(1 )

,

s c
c c c

c c

c c

c c

3
1 2

1 2 1

2

1 2 1

2 2

2 2

2

2 2

(2.9)

then if >I g ,c 12 we have

− <
+ − −

− + − − + − +

<

S S
q hI β S S

μ β hI β qβ hI
* (1 ) (1 ϵ )( * )

( (1 ϵ )(1 ) (1 ϵ )) (1 ϵ )(1 )

0;

s c
c c

c c
3

1 2

1 2 1

2

2 2

if <I g ,c 22 we have

− >
− −

− + − − + − +

>

S S
qβ H S

μ β hI β qβ hI
* (1 ϵ )( )

( (1 ϵ )(1 ) (1 ϵ )) (1 ϵ )(1 )

0.

s c
c

c c
3

2 1

1 2 12 2

Since −S S*s c3 can be regarded as a quadratic function in variable I ,c2

based on the intermediate value theorem and the above discussions,
there exists a g3∈ (g2, g1) that satisfies − ==S S( * ) 0s c I g3 c2 3 . Hence when

>I g ,c 32 we have <S S*s c3 ; when <I g ,c 32 we have >S S*s c3 . Note that we
can also give the exact expression of g3:

=
+ + − + +

− + +
g

B B β μ α γ hC
β μ α γ h

4 (1 ϵ )( )
2 (1 ϵ )( )

,3

2
1

1

where = − − + − − + +

+ + +

B β h μ q S β μ α γ

qh μ α γ

(1 ϵ ) (Λ ( ) ) (ϵ ϵ )( )

( )
c1 2 1 and

= − − + + + + − −C β μ q S q μ α γ β S(ϵ ϵ )(Λ ( ) ) ( (1 ϵ ) )c c2 1 2 . □

Theorem 2.3. Es2 is a stable pseudoequilibrium on Σ2⊂Ω2 if it is feasible.

Proof. We have

∂
∂

− − + + = − <
S

μS μ α γ I μ(Λ ( ) ) 0.c
Es

2
2

Hence solutions are attracting. □

Theorem 2.4. Es3 is a stable pseudoequilibrium on Σ3⊂Ω2 if it is feasible.

Proof. We have
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⎜ ⎟
∂

∂
⎛
⎝

− − + + − +
− − + +

− + − −
⎞
⎠

=− − +
−

− + − −
<

S
μS μ α γ I q hI

β S μ α γ
β hI β

μ q hI
β

β hI β

Λ ( ) (1 )
(1 ϵ ) ( )

(1 ϵ )(1 ) (1 ϵ )

(1 )
(1 ϵ )

(1 ϵ )(1 ) (1 ϵ )
0.

c c
c Es

c
c

2 2
1

1 2 2
3

2
1

1 2 2

Thus solutions are attracting. □

2.3. Sliding mode on Ω3 and its dynamics

This time, we investigate the sliding-mode dynamics on the dis-
continuous surface Ω3. From ⟨n2, F3⟩ > 0 and ⟨n2, F4⟩ < 0, we have

− + − < − − + +

− > − +

β μh S h I μS β μ q h S

h I μ q S

(( (1 ϵ ) ) Λ ) Λ and (( (1 ϵ ) ( ) )

Λ ) Λ ( ) .
c c c

c

2 2

Theorem 2.5. According to the value of the threshold Sc,

(i) if ≤ − + +S ,c
h

β μ q h
Λ

(1 ϵ ) ( )2
then there is no sliding mode on Ω3;

(ii) if < ≤− + + − +S ,h
β μ q h c

h
β μh

Λ
(1 ϵ ) ( )

Λ
(1 ϵ )2 2

then the sliding mode is

= ∈ >

=
− +

− + + −

S I I I B

B
μ q S

β μ q h S h

Σ {( , ) Ω : max{ , }},

where
Λ ( )

( (1 ϵ ) ( ) ) Λ
;

c

c

c

4 3 1

1
2

2

(2.10)

(iii) if > − +S ,c
h

β μh
Λ

(1 ϵ )2
then the sliding mode is

= ∈ < <

=
−

− + −

S I I B I B

B
μS

β μh S h

Σ {( , ) Ω : max{ , } }},

where
Λ

( (1 ϵ ) ) Λ
.

c

c

c

5 3 1 2

2
2

2

(2.11)

Furthermore, the sliding-mode dynamics on Σ4⊂Ω3 or Σ5⊂Ω3 are
governed by

⎛
⎝

′
′

⎞
⎠

=
⎛

⎝
⎜ − − −

⎞

⎠
⎟−

+

S
I μI αI γI

0 .β S I
hI

(1 ϵ )
1

c2
(2.12)

There is a sliding equilibrium =E S I( , * )s c s4 4 for system (2.12), where
= − − + +

+ +I*s
β S μ α γ

h μ α γ4
(1 ϵ ) ( )

( )
c2 . Moreover, Es4 becomes a pseudoequilibrium on

Σ4⊂Ω3 or Σ5⊂Ω3 if Es4∈ Σ4⊂Ω3 or Es4∈ Σ5⊂Ω3. After a simple
calculation, we have the following results.

Proposition 2.2. We have

> ⇔ > < ⇔ < > ⇔ >I B S S I B S S I I S H* * and * * and * .s c s c s c c4 1 4 4 2 3 4 12

Theorem 2.6. Es4 is a stable pseudoequilibrium if it is feasible.

Proof. We have

∂
∂

⎛
⎝

−
+

− − − ⎞
⎠

= −
−
+

<
I

β S I
hI

μI αI γI
β S hI

hI
(1 ϵ )

1
(1 ϵ ) *
(1 * )

0.c

E

c s

s

2 2 4

4
2

s4

Hence solutions are attracting. □

3. Global behaviour in Case A: <S S *c 2

We aim to address the richness of the dynamics that system
(2.1)–(2.2) can exhibit. Note that we only consider R0i > 1 to guar-
antee the existence of the endemic equilibrium Ei in each region Gi;
otherwise, the system will stabilize to its disease-free equilibrium Ei0 for

=i 1, 2, 3, 4. Since < < <S S S S* * * *1 2 4 3 and > > >I I I I* * * *,1 2 3 4 we con-
sider all these cases with varied susceptible threshold value Sc and in-
fected threshold levels I ,c1 Ic2. Nevertheless, these cases that have si-
milar dynamics will be combined together. For example, the case

<S S *c 1 and < <S S S* *c1 2 will exhibit similar asymptotic behaviour, so
we only need to investigate the case <S S *c 2 . Therefore we consider the

following cases generated by <S S *,c 2 < <S S S* *,c2 4 < <S S S* *c4 3 and
>S S *,c 3 with varied infected threshold values Ic1 and Ic2. Furthermore,

the existence and global stability of all possible equilibria, as well as
sliding-mode dynamics, will be examined from one case to another. In
addition, we will summarize the main results and describe the biolo-
gical implication of all these cases at the end of this paper.

In Case A, since <S S *,c 2 we have E3∉G3; thus E3 is a virtual
equilibrium, denoted by E V

3 . Then, from Proposition 2.1, we see that the
sliding mode Σ2 does not exist, while the sliding mode

= ∈ < <S I S S HΣ {( , ) Ω : * }3 2 2 1 exists. Furthermore, Es3 is a pseudo
equilibrium on Σ3⊂Ω2 if < <I I I* *c4 22 . Additionally, there may exist a
sliding mode on Ω3; however, Es4 is never a pseudoequilibrium even if
there is a sliding mode on Ω3.

Next, equilibria E1, E2 and E4 may be real, while Es1 and Es3 may be
pseudoequilibria on Σ1⊂Ω1 and Σ3⊂Ω2, depending on the infected
threshold values Ic1 and Ic2.

3.1. Case A.1: <I I*c 41

In this case, E1 is a virtual equilibrium, denoted by E V
1 . Furthermore,

Es1∉ Σ1⊂Ω1.

3.1.1. Case A.11: < <I I I*c c 41 2

Under these conditions, E2 is a virtual equilibrium, whereas E4 is a
real equilibrium, denoted by E V

2 and E ,R
4 respectively. Moreover,

Es3∉ Σ3⊂Ω2. We can get the global asymptotic stability of E R
4 by ex-

cluding the existence of limit cycles.

Theorem 3.1. E R
4 is globally asymptotically stable if <S S *c 2 and

< <I I I*c c 41 2 .

Proof. Suppose there exists a limit cycle Υ (shown in Fig. 2) that
surrounds the real equilibrium E R

4 and the sliding mode Σ3. Denote
= + + +Υ Υ Υ Υ Υ ,1 2 3 4 where = ∩ GΥ Υ ,i i =i 1, 2, 3, 4. Let H be the

bounded region delimited by Υ and = ∩H H Gi i for =i 1, 2, 3, 4. In
particular, denote the right-hand side of the Filippov model (2.1) by f
(x), where =f x f x f x( ) ( ( ), ( )),1 2 and denote the first and second
components of the right-hand side of the system in region Gi by Fi1(x)
and Fi2(x) for =i 1, 2, 3, 4. Let the Dulac function be =D SI

1 . Then

∫∫ ∫∫∑⎜ ⎟
⎛
⎝

∂
∂

+
∂

∂
⎞
⎠

= ⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠=

Df
S

Df
I

dSdI
DF

S
DF

I
dSdI

( ) ( ) ( ) ( )
,

H i H

i i1 2

1

4
1 2

i

where

∑ ⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= − −
−

+
< ∀ ∈

=
+

DF
S

DF
I S I

β h
hI

S I
( ) ( ) 4Λ 2 (1 ϵ )

(1 )
0 ( , ) .

i

i i

1

4
1 2

2
2

2
2

Let ∼Hi be the region bounded by ∼Υ,i
∼Pi and

∼Q ,i where ∼Hi and
∼Υi depend on

Fig. 2. Schematic diagram illustrating the nonexistence of limit cycles in system
(2.1)–(2.2) in Case A.11 when E R

4 is a real equilibrium.
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ε and converge to Hi and Υi as ε approaches 0. We have

∫∫ ∫∫⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= ⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠→ ∼

DF
S

DF
I

dSdI
DF

S
DF

I
dSdI

( ) ( )
lim

( ) ( )
.

H

i i

H

i i1 2

ɛ 0

1 2

i i

Since =dS F dt11 and =dI F dt12 along ∼Υ1 and =dI 0 along ∼P ,1 then, by
applying Green’s theorem to region ∼H ,1 we have

∫∫ ∮

∫ ∫

∫

⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= −

= − +

−

= −

∂

∼

∼

∼

∼
∼

DF
S

DF
I

dSdI DF dI DF dS

DF dI DF dS DF dI

DF dS

DF dS

( ) ( )

.

H
H

P

P

11 12
11 12

Υ 11 12 11

12

12

1
1

1 1

1

(3.1)

Similarly, we have

∫∫ ∫ ∫⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= − −∼ ∼
∼

DF
S

DF
I

dSdI DF dS DF dS
( ) ( )

,
H

P Q
21 22

22 22

2
2 2 (3.2)

∫∫ ∫ ∫⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= − +∼ ∼
∼

DF
S

DF
I

dSdI DF dS DF dI
( ) ( )

H
P Q

31 32
32 31

3
3 3 (3.3)

and

∫∫ ∫ ∫⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= − +∼ ∼
∼

DF
S

DF
I

dSdI DF dS DF dI
( ) ( )

.
H

P Q
41 42

42 41

4
4 4 (3.4)

According to (3.1)–(3.4), we have

∫∫

∫∫

∫ ∫ ∫ ∫

∫

∫ ∫

∑

∑

⎜

⎟

> ⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= ⎛
⎝

∂
∂

+ ∂
∂

⎞
⎠

= ⎛
⎝

− − − −

+

− + ⎞
⎠

=

→ =

→
∼ ∼ ∼

∼

∼

∼

∼

∼

DF
S

DF
I

dSdI

DF
S

DF
I

dSdI

DF dS DF dS DF dS DF dS

DF dI

DF dS DF dI

0
( ) ( )

lim
( ) ( )

lim

.

i H

i i

i H

i i

P P Q P

Q

P Q

1

4
1 2

ɛ 0 1

4
1 2

ɛ 0
12 22 22 32

31

42 41

i

i

1 2 2 3

3

4 4

(3.5)

Denote the intersection points of the closed trajectory Υ and the line
=I Ic1 (resp. =I Ic2) by T1 and T2 (T3 and T4), and denote the

intersection point of Υ and the line =S Sc in the region of >I Ic2 by
T5. In addition, denote the intersection point of the line =I Ic1 ( =I Ic2)
and the line =S Sc by Ec1 (Ec). Note that T11 < Sc < T21,
T31 < Sc < T41 and >T Ic52 2. Then the inequality (3.5) becomes

∫ ∫

∫ ∫

∫

∫ ∫

∫⎜ ⎟

⎜ ⎟

> − ⎛
⎝

−
+ + ⎞

⎠
− ⎛

⎝
− −

+ + ⎞
⎠

− ⎛
⎝

− −
+ + ⎞

⎠
− ⎛

⎝
−

+
−

+ + ⎞
⎠

− ⎛
⎝

−
+

−
+ + ⎞

⎠

+ ⎛
⎝

−
−

+
− ⎞

⎠
+ ⎛

⎝
−

−
+

−
+ ⎞

⎠

= − + ⎛
⎝

⎞
⎠

+ ⎛
⎝

− −
−

+
⎞
⎠

> − + ⎛
⎝

⎞
⎠

+
−
+

− >

β
μ α γ

S
dS β

μ α γ
S

dS

β
μ α γ

S
dS

β
hI

μ α γ
S

dS

β
hI

μ α γ
S

dS

SI
β

hI
μ
I

dI
SI

β
hI

μ q
I

dI

β T T q T
I

β
β

hI
dS

β T T q T
I

β hI
hI

T T

0 (1 ϵ )

(1 ϵ )
(1 ϵ )
1

(1 ϵ )
1

Λ (1 ϵ )
1

Λ (1 ϵ )
1

ϵ ( ) ln (1 ϵ )
(1 ϵ )
1

ϵ ( ) ln
(1 ϵ )
1

( ) 0,

T

T

T

T

T

T

T

Sc

Sc

T

Ic

T

T

Ic

c T

T

c

21

11

11

21
1

41

31
1

31

2

41 2

2

52 2

52

2 2

1 21 11
52

2 31

41
1

2

1 21 11
52

2

2
41 31

which is a contradiction. Therefore, this rules out the existence of the
limit cycle Υ surrounding the real equilibrium E R

4 and the sliding
domain Σ3. □

Throughout this paper, parameter values that are used in the numerical
simulations are chosen from Table 1. Specifically, these parameter values
are selected based on the investigation of the transmission of influenza
H7N9. Nevertheless, there is one exception: we fix =μ 0.06 so that all
figures are of manageable size. Here we use the dotted curves and dash-dot
lines to denote the S-nullclines and I-nullclines, respectively, of the system
(2.1)–(2.2). First, note that =S S *1 and =S S *2 are the I-nullclines of F1 and
F2, denoted by L12 and L22, while the curves ∈ = − − + +

+ +{ }S I G I( , ) : β S μ α γ
μ α γ h3

(1 ϵ2) ( )
( )

and ∈ = − − + +
+ +{ }S I G I( , ) : β S μ α γ

μ α γ h4
(1 ϵ ) ( )

( )
2 are the I-nullclines of F3 and F4,

denoted by L32 and L42, respectively. Next, the curves ∈ = −{ }S I G I( , ) : μS
βS1

Λ

and ∈ = −
−{ }S I G I( , ) : μS

β S2
Λ
(1 ϵ1)

are the S-nullclines of F1 and F2, denoted by L11

and L21, whereas the curves ∈ = −
− + −{ }S I G I( , ) : μS

β μh S h3
Λ

( (1 ϵ2) ) Λ
and

⎧
⎨⎩

∈ = − +
− + + − }S I G I( , ) : μ q S

β μ q h S h4
Λ ( )

( (1 ϵ ) ( ) ) Λ2
are the S-nullclines of F3 and F4,

denoted by L31 and L41, respectively.
Here we choose =S 4,c =I 1.5,c1 =I 3,c2 to explore the phase por-

trait for Case A.11. From Fig. 3, we see that all solutions with any initial
values in +

2 will converge to E R
4 as t→∞.

3.1.2. Case A.12: < <I I I* *c4 22

Under these conditions, both E2 and E4 are virtual equilibria,
denoted by E V

2 and E ,V
4 respectively. Furthermore, Es3 is a

pseudoequilibrium on Σ3⊂Ω2. Then, using a similar method as in
Theorem 3.1 to the proof of the non-existence of limit cycles, we get
the following result.

Theorem 3.2. Es3 is globally asymptotically stable if <S S *c 2 and
< < <I I I I* *c c4 21 2 .

The phase portrait of this case is represented in Fig. 4. All orbits of
system (2.1)–(2.2) will converge to Es3 as time t increases.

3.1.3. Case A.13: >I I*c 22

Under these conditions, E2 is a real equilibrium, whereas E4 is a
virtual equilibrium, denoted by E R

2 and E ,V
4 respectively. Furthermore,

Es3∉ Σ3⊂Ω2. Similarly, by proving the non-existence of limit cycles,
we have the following result.

Theorem 3.3. E R
2 is globally asymptotically stable if <S S *,c 2 <I I*c 41 and

>I I*c 22 .

Fig. 5 shows the phase portrait for this case. All trajectories of
system (2.1)–(2.2) will eventually approach E R

2 .

Fig. 3. E R
4 is globally asymptotically stable in Case A.11, where =S 4,c =I 1.5c1 and

=I 3c2 .
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3.2. Case A.2: < <I I I* *c4 21

In this case, for the situation < < <I I I I* *,c c4 21 2 the analysis is si-
milar to Case A.12 and is not given here; for the situation >I I*,c 22 the
discussion is similar to Case A.13, and we omit it.

3.3. Case A.3: < <I I I* *c2 11

In this case, E1, E2 and E4 are virtual equilibria, denoted by E ,V
1 E V

2
and E ,V

4 respectively. Moreover, Es1 is a pseudoequilibrium on Σ1⊂Ω1.

3.3.1. Case A.31: > >I I I*c c 22 1

Under these conditions, Es3∉ Σ3⊂Ω2. Thus Es1 is the unique equi-
librium of system (2.1)–(2.2). Then we have the following result.

Theorem 3.4. Es1 is globally asymptotically stable if <S S *,c 2 < <I I I* *c2 11
and > >I I I*c c 22 1 .

Fig. 6 displays the phase portrait of this case. All solutions of system
(2.1)–(2.2) will eventually approach Es1.

3.4. Case A.4: >I I*c 11

In this case, E1 is a real equilibrium, whereas E2 and E4 are virtual
equilibria, denoted by E ,R

1 E V
2 and E ,V

4 respectively. Moreover,
Es1∉ Σ1⊂Ω1.

3.4.1. Case A.41: > >I I I*c c 12 1
Under these conditions, Es3∉ Σ3⊂Ω2. Note that E R

1 is the unique
equilibrium of system (2.1)–(2.2). Then we have the following result.

Theorem 3.5. E R
1 is globally asymptotically stable if <S S *c 2 and

> >I I I*c c 12 1 .

The phase portrait of this case is given in Fig. 7. All trajectories of
system (2.1)–(2.2) will eventually converge to E R

1 .

4. Global behaviour in Case B: < <S S S* *c2 4

For Case B, E3 is a virtual equilibrium, denoted by E V
3 . Since

< <S S S* *,c2 4 we have <I I* *s4 4 and < < < <I g g g I* *4 2 3 1 2 . Furthermore,
there may exist a sliding mode on Ω3, whereas Es4 is never a
pseudoequilibrium even if there exists a sliding mode on Ω3. Then, from
Propositions 2.1 and 2.2, we have the following result.

Proposition 4.1. In Case B, < <S S S* *,c2 4 we have:

(i) if Sc < H1, then = ∈ < <S I S S SΣ {( , ) Ω : * }c2 2 2 and
= ∈ < <S I S S HΣ {( , ) Ω : }c3 2 1 . Furthermore, Es2∈ Σ2⊂Ω2 if
< <g I I*,c1 22 whereas Es3∈ Σ3⊂Ω2 if < <I I g* c4 32 ;

(ii) if Sc > H1, then = ∈ < <S I S S HΣ {( , ) Ω : * }2 2 2 1 and the sliding mode
Σ3 does not exist. Moreover, Es2∈ Σ2⊂Ω2 if < <I I I* *c3 22 .

Next, E1, E2 or E4 may be real equilibria and Es1, Es2 or Es3 may
become pseudoequilibria, depending on the values of the infected
thresholds Ic1 and Ic2.

4.1. Case B.1: <I I*c 41

In this case, E1 is a virtual equilibrium, denoted by E V
1 . Furthermore,

Es1∉ Σ1⊂Ω1.

4.1.1. Case B.11: < <I I I*c c 41 2

Under these conditions, E2 is a virtual equilibrium, whereas E4 is a
real equilibrium, denoted by E V

2 and E ,R
4 respectively. Since <I I* *s4 4 and

<I I*,c 42 from Proposition 4.1, if <I I*c s42 (i.e., Sc > H1), we see that
Es2∉ Σ2⊂Ω2 and the sliding mode Σ3 does not exist; while if

< <I I I* *s c4 42 (i.e., Sc < H1), we have Es2∉ Σ2⊂Ω2 and Es3∉ Σ3⊂Ω2.
Thus there is no pseudoequilibrium on Ω2. Then we have the following
result.

Theorem 4.1. E R
4 is globally asymptotically stable if < <S S S* *c2 4 and

< <I I I*c c 41 2 .

The phase portrait of this case is displayed in Fig. 8. All trajectories
of system (2.1)–(2.2) will converge to E R

4 .

Fig. 4. Es3 is globally asymptotically stable in Case A.12, where =S 4,c =I 1.5c1 and

=I 6.5c2 .

Fig. 5. E R
2 is globally asymptotically stable in Case A.13, where =S 4,c =I 1.5c1 and

=I 12.5c2 .

Fig. 6. Es1 is globally asymptotically stable in Case A.31, where =S 4,c =I 10.7c1 and

=I 12.5c2 .
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4.1.2. Case B.12: < <I I I* *c4 22

Under these conditions, E2 and E4 are virtual equilibria, denoted by
E V

2 and E ,V
4 respectively. Since < <I I I* * ,s c4 4 2 then H1 > Sc. From

Proposition 4.1, we can obtain the following results.

Proposition 4.2. According to the threshold value I ,c2

(i) if < <I I g* ,c4 32 we have Es2∉ Σ2⊂Ω2, Es3∈ Σ3⊂Ω2;
(ii) if < <g I g ,c3 12 we have Es2∉ Σ2⊂Ω2, Es3∉ Σ3⊂Ω2;
(iii) if < <g I I*,c1 22 we have Es2∈ Σ2⊂Ω2, Es3∉ Σ3⊂Ω2.

The phase portraits for Case B.12 are shown in Fig. 9. First, when
< <I I g* ,c4 32 Es3 is the unique globally asymptotically stable equili-

brium, and all trajectories will converge to Es3, as shown in Fig. 9(A).
Next, when < <g I g ,c3 12 no equilibrium exists for system (2.1)–(2.2),
but we see that all orbits will approach the pseudoattractor

=E S I( , ),c c c2 as represented in Fig. 9(B). Finally, when < <g I I*,c1 22 Es2
becomes the unique globally asymptotically stable equilibrium, and all
solutions will approach Es2, as displayed in Fig. 9(C).

4.1.3. Case B.13: >I I*c 22

Under these conditions, E2 is a real equilibrium, whereas E4 is a
virtual equilibrium, denoted by E R

2 and E ,V
4 respectively. We also have

H1 > Sc. Furthermore, Es2∉ Σ2⊂Ω2 and Es3∉ Σ3⊂Ω2. Then we have
the following result.

Theorem 4.2. E R
2 is globally asymptotically stable if < <S S S* *,c2 4 <I I*c 41

and >I I*c 22 .

Fig. 10 displays the phase portrait of this case. All trajectories will
converge to E R

2 .

4.2. Case B.2: < <I I I* *c4 21

In this case, for the situation < < <I I I I* *,c c4 21 2 the analysis is si-
milar to Case B.12 and is not given here; for the situation >I I*,c 22 the
discussion is similar to Case B.13, and we omit it.

4.3. Case B.3: < <I I I* *c2 11

In this case, E1, E2 and E4 are virtual equilibria, denoted by E ,V
1 E V

2
and E ,V

4 respectively. Moreover, Es1 is a pseudoequilibrium on Σ1⊂Ω1.

4.3.1. Case B.31: > >I I I*c c 22 1

Under these conditions, we have H1 > Sc. Furthermore,
Es2∉ Σ2⊂Ω2 and Es3∉ Σ3⊂Ω2. Hence Es1 is the unique equilibrium.
Then we have the following.

Theorem 4.3. Es1 is globally asymptotically stable if < <S S S* *,c2 4
< <I I I* *c2 11 and > >I I I*c c 22 1 .

The phase portrait of this case is represented in Fig. 11. All solutions
will converge to Es1.

4.4. Case B.4: >I I*c 11

In this case, E1 is a real equilibrium, whereas E2 and E4 are virtual
equilibria, denoted by E ,R

1 E V
2 and E ,V

4 respectively. Moreover,
Es1∉ Σ1⊂Ω1.

4.4.1. Case B.41: > >I I I*c c 12 1

Under these conditions, we also have H1 > Sc. Furthermore,
Es2∉ Σ2⊂Ω2 and Es3∉ Σ3⊂Ω2. Hence E R

1 is the unique equilibrium.
Then we have the following result.

Theorem 4.4. E R
1 is globally asymptotically stable if < <S S S* *c2 4 and

> >I I I*c c 12 1 .

The phase portrait of this case is shown in Fig. 12. All trajectories
will converge to E R

1 .

5. Global behaviour in Case C: < <S S S* *c4 3

For Case C, both E3 and E4 are virtual equilibria, denoted by E V
3 and

E ,V
4 respectively. Since < <S S S* *,c4 3 then we have < <I I I* * *s4 4 3 and

< < < <g I I g I* * *2 4 3 1 2 . The discussions for the sliding mode Σ2 and Σ3,
and the pseudoequilibrium Es2 and Es3 are similar to Proposition 4.1. In
addition, from Theorem 2.5, we see that there may exist a sliding mode
Σ4 or Σ5 on Ω3, and Es4 becomes a pseudoequilibrium if Sc > H1 for
Case C.

Next, E1, E2 may be real equilibria and Es1, Es2 or Es3 may become
pseudoequilibria, depending on the values of the infected thresholds Ic1
and Ic2.

5.1. Case C.1: <I I*c 41

In this case, E1 is a virtual equilibrium, denoted by E V
1 . Furthermore,

Es1∉ Σ1⊂Ω1.

5.1.1. Case C.11: < <I I I*c c 41 2
Under these conditions, E2 is a virtual equilibrium, denoted by E V

2 .
Since < <I I I* * ,c s4 42 then H1 < Sc. Thus Es2∉ Σ2⊂Ω2, while the sliding
mode Σ3 does not exist. Furthermore, Es4 becomes a pseudoequilibrium.
Then we have the following result.

Theorem 5.1. Es4 is globally asymptotically stable if < <S S S* *c4 3 and

Fig. 7. E R
1 is globally asymptotically stable in Case A.41, where =S 4,c =I 12.5c1 and

=I 14.5c2 .

Fig. 8. E R
4 is globally asymptotically stable in Case B.11, where =S 9.6,c =I 1.5c1 and

=I 3c2 .
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< <I I I*c c 41 2 .

Fig. 13 shows the phase portrait of this case. All trajectories will
converge to Es4.

5.1.2. Case C.12: < <I I I* *c4 22
Under these conditions, E2 is a virtual equilibrium, denoted by E V

2 .
The equivalent relations between Ic2 and I*s4 can determine whether Es4
becomes a pseudoequilibrium or not. In this case, since < <S S S* *,c4 3

we have < < <I I I I* * * ( *)s4 4 3 2 . Then we consider two situations:
< <I I I* *c s4 42 and < <I I I* *s c4 22 .

Proposition 5.1. If < <I I I* * ,c s4 42 then Es4 becomes a pseudoequilibrium,
whereas Es2∉ Σ2⊂Ω2 and the sliding mode Σ3 does not exist.

Since the exact expression of g3 is too complicated, the equivalent
relations between g3 and I*s4 cannot be determined. Thus we consider
two situations: <g I*s3 4 and >g I*s3 4.

Fig. 9. Basic behaviour of solutions of system (2.1)–(2.2) in Case B.12. For (A), we choose =S 8.8,c =I 1.5c1 and =I 6.5c2 such that Es2∉ Σ2⊂Ω2, Es3∈ Σ3⊂Ω2. For (B), we choose

=S 10,c =I 1.5c1 and =I 8c2 such that Es2∉ Σ2⊂Ω2, Es3∉ Σ3⊂Ω2. For (C), we choose =S 10,c =I 1.5c1 and =I 9.8c2 such that Es2∈ Σ2⊂Ω2, Es3∉ Σ3⊂Ω2.

Fig. 10. E R
2 is globally asymptotically stable in Case B.13, where =S 10,c =I 1.5c1 and

=I 12.5c2 .
Fig. 11. Es1 is globally asymptotically stable in Case B.31, where =S 10,c =I 10.7c1 and

=I 12.5c2 .
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Proposition 5.2. If < <I I I* *,s c4 22 then Es4 is not a pseudoequilibrium.

(i) If < <I I g* ,s c4 12 then Es2 is not a pseudoequilibrium.

• Assume that <g I*s3 4. Then Es3 is not a pseudoequilibrium.

• Assume that >g I*s3 4.

• If < <I I g* ,s c4 32 then Es3 is a pseudoequilibrium.

• If < <g I g ,c3 12 then Es3 is not a pseudoequilibrium.
(ii) If < <g I I*,c1 22 then Es2 is a pseudoequilibrium, whereas Es3 is not a

pseudoequilibrium.

The phase portrait for Proposition 5.1 is relatively similar to Fig. 13
and is not given here. Then, from Proposition 5.2, there are three si-
tuations, as displayed in Fig. 14. First, from Fig. 14(A), we see that
Es2∉ Σ2⊂Ω2 and Es3∉ Σ3⊂Ω2; that is, no equilibrium exists in system
(2.1)–(2.2). Thus all solutions will converge to the pseudoattractor

=E S I( , )c c c2 . Es2 is the unique globally asymptotically stable equili-
brium on Σ2⊂Ω2, so all trajectories will converge to Es2, as shown in
Fig. 14(B). Finally, system (2.1)–(2.2) has a unique globally asympto-
tically stable equilibrium Es3 on Σ3⊂Ω2, so all trajectories will ap-
proach Es3, as represented in Fig. 14(C).

5.1.3. Case C.13: >I I*c 22

Under these conditions, E2 is a real equilibrium, whereas E4 is a
virtual equilibrium, denoted by E R

2 and E ,V
4 respectively. Since

> >I I I* * ,c s2 42 we have H1 > Sc. Then Es2, Es3 and Es4 are not pseudo
equilibria. We obtain the following result.

Theorem 5.2. E R
2 is globally asymptotically stable if < <S S S* *,c4 3 <I I*c 41

and >I I*c 22 .

The phase portrait for this case is shown in Fig. 15. All trajectories
will approach E R

2 .

5.2. Case C.2: < <I I I* *c4 21

In this case, for the situation < < <I I I I* *,c c4 21 2 the analysis is si-
milar to Case C.12 and is not given here; for the situation >I I*,c 22 the
discussion is similar to Case C.13 and is omitted here.

5.3. Case C.3: < <I I I* *c2 11

In this case, E1 and E2 are virtual equilibria, denoted by E V
1 and E ,V

2
respectively. Moreover, Es1 is a pseudoequilibrium on Σ1⊂Ω1.

5.3.1. Case C.31: > >I I I*c c 22 1

Since > >I I I* * ,c s2 42 we have H1 > Sc. Then Es2, Es3 and Es4 are not
pseudoequilibria. So Es1 is the unique equilibrium. We thus have the
following result.

Theorem 5.3. Es1 is globally asymptotically stable if < <S S S* *,c4 3
< <I I I* *c2 11 and > >I I I*c c 22 1 .

The phase portrait for this case is shown in Fig. 16. All solutions will
converge to Es1.

5.4. Case C.4: >I I*c 11

In this case, E1 is a real equilibrium, whereas E2 is a virtual equili-
brium. We denote them E R

1 and E ,V
2 respectively. Moreover,

Es1∉ Σ1⊂Ω1.

5.4.1. Case C.41: > >I I I*c c 12 1

Since > >I I I* * ,c s1 42 we have H1 > Sc. Thus Es2, Es3 and Es4 are not
pseudoequilibria. Furthermore, E R

1 is the unique equilibrium. Then we
have the following result.

Theorem 5.4. E R
1 is globally asymptotically stable if < <S S S* *c4 3 and

> >I I I*c c 12 1 .

Fig. 17 shows the phase portrait of this case. All solutions will
converge to E R

1 .

6. Global behaviour in Case D: >S S *c 3

For Case D, E4 is a virtual equilibrium, denoted by EV
4 . Since >S S *,c 3

we have >I I* *,s4 3 <g I*2 4 and < <g g I*2 1 3 . The investigations of the
sliding mode on Σ2 and Σ3, as well as the existence of pseudoequilibria
Es2 and Es3 are similar to Proposition 4.1. In addition, from
Proposition 2.5, there may exist a sliding domain Σ5 on Ω3; however,
Es4 is never a pseudoequilibrium on Σ5⊂Ω3.

Next, E1, E2 or E3 may be real, and Es1, Es2 or Es3 may become
pseudoequilibria, depending on the values of the infected threshold Ic1
and Ic2.

6.1. Case D.1: <I I*c 31

In this case, E1 is a virtual equilibrium, denoted by E V
1 . Furthermore,

Es1∉ Σ1⊂Ω1.

6.1.1. Case D.11: < <I I I*c c 31 2

Under these conditions, E2 is a virtual equilibrium, whereas E3 is a
real equilibrium. We denote them E V

2 and E ,R
3 respectively. Note that

< <I I I* * ,c s3 42 so we have Sc > H1. Therefore Es2 is not a pseudo
equilibrium on Σ2⊂Ω2, while the sliding mode Σ3 does not exist. Thus
we have the following.

Fig. 12. E R
1 is globally asymptotically stable in Case B.41, where =S 10,c =I 12.5c1 and

=I 14.5c2 .

Fig. 13. Es4 is globally asymptotically stable in Case C.11, where =S 12.7,c =I 1.5c1 and

=I 3c2 .
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Theorem 6.1. E R
3 is globally asymptotically stable if >S S *c 3 and

< <I I I*c c 31 2 .

The phase portrait is shown in Fig. 18. All solutions will converge to
E R

3 as time t increases.

6.1.2. Case D.12: < <I I I* *c3 22

Under these conditions, both E2 and E3 are virtual equilibria, de-
noted by E V

2 and E ,V
3 respectively. Meanwhile, note that < <g I I* * ,s1 3 4 so

we have <g I*s3 4. Since the equivalent relations between I*2 and I*s4
cannot be determined, we consider two situations: <I I* *s2 4 and >I I* *s2 4.

Proposition 6.1. Suppose that <I I* *s2 4. Then H1 < Sc. Thus
Es2∈ Σ2⊂Ω2, while the sliding domain Σ3 does not exist.

Proposition 6.2. Suppose that <I I* *s4 2 .

(i) If < <I I I* * ,c s3 42 we have < <S H S* c3 1 . Then Es2∈ Σ2⊂Ω2, whereas

Fig. 14. Basic behaviour of solutions of system (2.1)–(2.2) in Case C.12. For (A), we choose =S 12.7,c =I 1.5c1 and =I 8.5c2 such that Es2∉ Σ2⊂Ω2, Es3∉ Σ3⊂Ω2. For (B), we choose

=S 12.7,c =I 1.5c1 and =I 9.3c2 such that Es2∈ Σ2⊂Ω2, Es3∉ Σ3⊂Ω2. For (C), we choose all parameter values the same as other cases except =h 0.9, and =S 16.1,c =I 0.5,c1 =I 1c2
such that Es2∉ Σ2⊂Ω2, Es3∈ Σ3⊂Ω2.

Fig. 15. E R
2 is globally asymptotically stable in Case C.13, where =S 12.7,c =I 1.5c1 and

=I 12.5c2 .

Fig. 16. Es1 is globally asymptotically stable in Case C.31, where =S 12.7,c =I 10.7c1 and

=I 12.5c2 .
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Σ3 does not exist.
(ii) If < <I I I* *,s c4 22 we have H1 > Sc. Then Es2∈ Σ2⊂Ω2,

Es3∉ Σ3⊂Ω2.

Therefore, from Propositions 6.1 and 6.2, we see that Es2 is the
unique equilibrium for system (2.1) with (2.2), which is globally
asymptotically stable. Additionally, the phase portrait of this case is
shown in Fig. 19. All trajectories will converge to Es2.

6.1.3. Case D.13: >I I*c 22

Under these conditions, E2 is a real equilibrium, whereas E3 is a
virtual equilibrium. We denote them E R

2 and E ,V
3 respectively. However,

the equivalent relations between I*2 and I*s4 cannot be determined, so we
consider two situations: <I I* *s2 4 and >I I* *s2 4.

Proposition 6.3. Suppose that >I I* *s2 4. Then H1 > Sc. Thus Es2 and Es3
are not pseudoequilibria.

Proposition 6.4. Suppose that >I I* *s4 2 .

(i) If < <I I I* * ,c s2 42 we have H1 < Sc. Then Es2∉ Σ2⊂Ω2, whereas Σ3

does not exist.
(ii) If >I I* ,c s42 we have H1 > Sc. Then Es2 and Es3 are not pseudo

equilibria.

Therefore, from Propositions 6.3 and 6.4, we see that E R
2 is the

unique globally asymptotically stable equilibrium for system
(2.1)–(2.2). Fig. 20 represents the phase portrait of this case. All orbits
will converge to E R

2 .

6.2. Case D.2: < <I I I* *c3 21

In this case, for the situation < < <I I I I* *,c c4 21 2 the analysis is si-
milar to Case D.12 and is not given here; for the situation >I I*,c 22 the
discussion is similar to Case D.13 and is omitted here.

6.3. Case D.3: < <I I I* *c2 11

In this case, E1, E2 and E3 are virtual equilibria, denoted by E ,V
1 E V

2
and E ,V

3 respectively. Moreover, Es1 is a pseudoequilibrium on Σ1⊂Ω1.

6.3.1. Case D.31: > >I I I*c c 22 1

A similar discussion can be found in Propositions 6.3 and 6.4. We
have Es2∉ Σ2⊂Ω2. The sliding domain Σ3 may not exist, while if Σ3

exists, Es3 is never a pseudoequilibrium. Therefore Es1 is the unique
equilibrium for system (2.1)–(2.2). Then we have the following result.

Theorem 6.2. Es1 is globally asymptotically stable if >S S *,c 3 < <I I I* *c2 11
and > >I I I*c c 22 1 .

The phase portrait for this case is displayed in Fig. 21. All trajec-
tories will approach Es1.

6.4. Case D.4: >I I*c 11

In this case, E1 is a real equilibrium, whereas E2 and E3 are virtual
equilibria, denoted by E ,R

1 E V
2 and E ,V

3 respectively. Moreover,
Es1∉ Σ1⊂Ω1.

Fig. 17. E R
1 is globally asymptotically stable in Case C.41, where =S 12.7,c =I 12.5c1 and

=I 14.5c2 .

Fig. 18. E R
3 is globally asymptotically stable in Case D.11, where =S 16,c =I 1.5c1 and

=I 3c2 .

Fig. 19. Es2 is globally asymptotically stable in Case D.12, where =S 16,c =I 1.5c1 and

=I 9.3c2 .

Fig. 20. E R
2 is globally asymptotically stable in Case D.13, where =S 17,c =I 4c1 and

=I 12.5c2 .
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6.4.1. Case D.41: > >I I I*c c 12 1

From Propositions 6.3 and 6.4, we have Es2∉ Σ2⊂Ω2. The sliding
domain Σ3 may not exist, and even if Σ3 exists, Es3 is not a pseudo
equilibrium. Thus E R

1 is the unique equilibrium for system (2.1)–(2.2).
Then we have the following result.

Theorem 6.3. E R
1 is globally asymptotically stable if >S S *c 3 and

> >I I I*c c 12 1 .

The phase portrait for this case is displayed in Fig. 22. All orbits will
converge to E R

1 .

7. Discussion

Only a handful of Filippov models have been formulated to describe
the impact of media coverage and quarantine of susceptible individuals
on the transmission dynamics of human influenza [20,34,35]. In gen-
eral, these proposed models consider that the general public and the
mass media are usually not aware of the disease when the number of
infected individuals is relatively small, while once the number of pa-
tients exceeds a certain infected threshold value, media reports begin to
exhibit their effects. We have modelled the effect of individuals’ be-
haviour changing because of media coverage, which consequently
changes the way of influenza transmission. That is, when the number of
infected individuals becomes larger, the transmission between infected
and susceptible individuals tends to a saturation level due to the pro-
tection measures taken by the general public. To model this, we de-
scribed the incidence rate with a saturated function to represent sa-
turation effects once the number of infected individuals exceeds
another larger infected threshold level Ic2. Additionally, when the case
number exceeds this larger infected threshold value, in order to reduce
the spread of influenza and the socioeconomic costs, we quarantined
susceptible individuals if the number of susceptible individuals is larger
than a threshold value. Therefore the Filippov model (2.1)–(2.2) con-
structed here can be used to describe this more realistic impact of media
coverage and quarantine (of susceptible individuals) on influenza.

We investigated the global property of the Filippov system
(2.1)–(2.2) with regard to the existence and stability of all possible
equilibria and sliding-mode dynamics. Different values of the thresh-
olds Sc, Ic1 and Ic2 were chosen to exhibit various dynamic behaviours.
We summarize the main results in Table 2 associated with their cor-
responding biological outcomes as follows.

(I) If the infected threshold value Ic2 (> Ic1) is sufficiently low, then
the number of infected individuals will rise above Ic2 to reach the
level of a globally asymptotically stable equilibrium (E R

4 or Es4 or

E R
3 ), regardless of the susceptible threshold value Sc, as shown in

Figs. 3, 8, 13 and 18. Thus it is impossible to avoid an influenza
outbreak.

(II) For these choices of Sc, Ic1 and I ,c2 all orbits of system (2.1)–(2.2)
will converge to either the pseudoequilibrium on =I Ic2 (Es2 or Es3)
or the pseudoattractor =E S I( , ),c c c2 as displayed in Figs. 4, 9, 14
and 19. Thus the number of infected individuals will eventually
stabilize at a level equal to Ic2.

(III) For these cases, all trajectories of system (2.1)–(2.2) will converge
to the globally asymptotically stable equilibrium E R

2 that lies be-
tween Ic1 and Ic2 (see Figs. 5, 10, 15 and 20). Since the infected
level will eventually stabilize at a level in between Ic1 and I ,c2 there
is an epidemic for this situation.

(IV) In these situations, system (2.1)–(2.2) has a unique globally
asymptotically stable pseudoequilibrium Es1 on =I Ic1 or a unique
globally asymptotically stable equilibrium E R

1 that lies below Ic1.
So the number of infected individuals will eventually stabilize at a
level below or equal to I ,c1 as represented in Figs. 6, 7, 11, 12, 16,
17, 21 and 22. Therefore, our control objective — reducing the
number of infected individuals below or equal to the smaller in-
fected threshold value Ic1 — can be achieved eventually.

Fig. 23 illustrates the main results in graphical form. We can also
calculate the relative sizes of the equilibrium components. From the
mathematical expressions of the endemic equilibria =E S I( *, *),i i i

=i 1, 2, 3, 4, we see that = + +S * ,μ α γ
β1 = + +

−S * ,μ α γ
β2 (1 ϵ )1

= + + +
− +S * h μ α γ

β μh3
Λ

(1 ϵ )2

and = + + +
− + +S* h μ α γ

β μ q h4
Λ

(1 ϵ ) ( )2
. After direct calculations, we have

< < <S S S S* * * *1 2 4 3 . In a similar way, we also have > > >I I I I* * * *1 2 3 4 .
It can be seen from the above conclusions that the Filippov system

eventually converges to the endemic equilibrium E ,i
R the pseudo

equilibrium Esi or the pseudoattractor =E S I( , ),c c c2 for =i 1, 2, 3, 4,
depending on the choices of the threshold values Sc, Ic1 and Ic2. This
implies that the choices of the susceptible and infected threshold values
are of great significance. For Case (I), if the infected threshold value Ic2
is chosen sufficiently small, then taking control strategies may waste a
lot of resources. In fact, the susceptible and infected threshold values
should be chosen appropriately, neither too large or too small.
Furthermore, for Cases (II) and (III), human influenza becomes an
epidemic, since the infected number stabilizes at a level in between Ic1
and Ic2. Additionally, our aim — ensuring the number of infected in-
dividuals remains either below or at a previously given level (Ic1) — can
be achieved for Case (IV). Therefore our findings could be beneficial for
policymakers to choose appropriate threshold values and take control
strategies accordingly.

Fig. 21. Es1 is globally asymptotically stable in Case D.31, where =S 17,c =I 10.7c1 and

=I 12.5c2 .
Fig. 22. E R

1 is globally asymptotically stable in Case D.41, where =S 18,c =I 12.5c1 and

=I 14.5c2 .
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An advantage of our results over other existing work is that we were
able to prove global stability in a large number of cases. This was done
by excluding the existence of limit cycles and using a modified Dulac
function that avoids the sliding modes.

This study is a preliminary exploration of the impact of media
coverage and quarantine (of susceptible individuals) on the transmis-
sion of human influenza and could be improved in several ways. Note
that the media function induced by both the case number (I) and sig-
nificant changes in the number of cases (dI/dt) could also affect the size
of an influenza outbreak or the peak time. Thus more elaborate forms of
the media-coverage function would be proposed in the mathematical
models. For example, media/psychological impact, as awareness of the
presence of influenza, could be described by an exponentially de-
creasing function, resulting in the transmission rate −βe ,M I dI dt( , / ) where

= +M I dI dt q I t q( , / ) max{0, ( ) }dI t
dt1 2
( ) and q1 and q2 are non-negative

parameters to measure the effects of media. We leave these for future
investigation.
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Fig. 23. Summary of the main results.
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