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Abstract

We propose new unitary space-time constellation designs with high diversity products. Our

Hamiltonian and product constellations are based on Slepian’s group codes, and can be used

for any number of transmitter antennas M and any data rate R. Our Hamiltonian constel-

lations achieve the theoretical upper bound of diversity product in the case where M is even

and the cardinality of the signal constellation is less than or equal to 5. Many of our Hamilto-

nian and product constellations outperform, and have higher diversity products, than the best

known designs in the literature. These include orthogonal designs, dicyclic groups, cyclic groups,

parametric codes, numerical approaches, nongroup designs, cayley codes, TAST codes and some

constellations obtained from fixed-point free groups.

Index terms-wireless communications, multiple-antenna systems, differential unitary space-time

modulation, group codes, Hamiltonian constellation, product constellation.

1 Introduction

The use of multiple antenna systems is a technique for increasing the data rate of wireless communi-

cations in a fading environment [4, 21]. Space-time coding was developed for use in multiple-antenna

wireless communications to achieve high data rate and reliability, using a combination of techniques

in error control coding and transmit diversity. The design of a good space-time constellation with
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high coding gain and simple encoding-decoding algorithm is still an open problem. The construction

of full diversity constellations for any number of transmitter antennas and for any data rate poses a

particular challenge.

Space-time trellis codes [20] and space-time block codes from orthogonal designs for two transmitter

antennas [1] and for any M transmitter antennas [19] were introduced for use in a known channel, when

the transmitter/receiver antennas know the fading coefficient of the channel. In practical applications,

the fading coefficient of the channel is generally not known to the receiver antenna. In [8, 14], unitary

space-time modulation techniques, in which all transmitted signal matrices are unitary, were proposed

for use in the case of unknown channels. These techniques can work well for a piecewise-constant

fading model. Differential unitary space-time modulation [9, 10] was also proposed for use in unknown

continuous fading channels. In [18] and [12], the space-time block codes of [1] and [19], respectively,

are modified for differential transmission.

Let V = {Vl}L−1
l=0 be a signal constellation, where |V| = L and Vl is an M ×M unitary matrix. The

data rate is R = log2 L/M . The design problem of differential unitary space-time constellations is to

maximize the diversity product, ζV , which is computed from a constellation V as

ζV =
1

2
min

0≤l<l′≤L−1
| det(Vl − Vl′)|

1
M (1)

Our goal in this paper is to find a set V of M ×M unitary matrices which has ζV as large as possible.

The problem of constructing a full diversity constellation with high diversity product has been studied

in many prior works. For example, some of the group structures proposed to represent constellations

are cyclic and dicyclic groups [9, 10, 11], fixed-point free groups [16] and the compact symplectic group

Sp(2) [23]. Some examples of nongroup constellations include products of fixed-point free groups [16],

parametric codes [13] and numerical methods [6]. Many of these designs still have some limitations in

performance, the number of transmitters used, and the data rate achieved.

In this paper, we propose new unitary space-time constellation designs: Hamiltonian and product

constellations. These constellations can be used for any number of transmitter antennas and for any

data rate. Furthermore, they achieve full diversity and can be used for both known and unknown

channels with differential unitary space-time modulation. We begin with a 2× 2 unitary constellation

which is constructed from 2 × 2 Hamiltonian matrices. The diversity product of a 2 × 2 Hamiltonian

constellation equals one half of the Euclidean distance between two points in C
2. By considering

the transformation from R
4 to C

2, the idea of group codes [17] is used to construct constellations
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for any cardinality L. We propose a new matrix form of a 2 × 2 Hamiltonian constellation which is

built by an (L, 4) cyclic group code [2]. M × M Hamiltonian constellations for any M transmitter

antennas can then be constructed by using a direct sum of 2 × 2 Hamiltonian matrices for M even,

and a direct sum of 2 × 2 Hamiltonian matrices with the Lth roots of unity for M odd. A product

method is also proposed to increase the data rate and improve the diversity product. Although our

Hamiltonian and product constellations do not form a group, we show that the optimization will not

be computationally intensive for large L. It only requires checking L − 1 distinct matrices, making

it comparable to those that use group constellations. This paper is organized as follows: Section 1

briefly gives some background in multiple-antenna systems for both known and unknown channel.

Also the design criteria of unitary space-time constellations and a summary of prior works of high

diversity product designs are reviewed in this section. Section 2 presents a 2 × 2 Hamiltonian matrix

to be a full diverse constellation. Section 3 explains the idea of cyclic group codes. Section 4 and 5

propose the designs of constructing Hamiltonian and product constellations respectively. Section 6

gives the results of our constellations and also compare the performance of them with different designs.

Section 7 is the conclusion of the work of this paper.

1.1 Multiple antenna systems

In this section, we review some background of multiple antenna systems in wireless communications [8,

9, 10, 20].

Consider multiple antennas in a Rayleigh flat-fading channel with M transmitter antennas and N

receiver antennas. At time t, a fading coefficient from transmitter antenna m to receiver antenna n,

htmn, and an additive noise on receiver antenna n, ωtn, are independent complex Gaussian variables

with zero mean and variance one, CN (0, 1). Let a transmitted signal at time t on transmitter antenna

m be stm, m = 1, 2, . . . ,M . The received signal at time t on receiver antenna n is then equal to

xtn =
√

ρ

M
∑

m=1

htmnstm + ωtn, t = 0, 1, . . . and n = 1, . . . , N (2)

where ρ is the signal-to-noise ratio, SNR, at each receiver antenna. At each time t, the expected value

of the sum of all transmitted signal powers equals to one, that is, E
∑M

m=1 |stm|2 = 1. Generally the

transmitted signals can be transmitted in a block of period T . Therefore from (2) a received signal
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Xτ can be written in matrix form as

Xτ =
√

ρSτHτ + Wτ , τ = 0, 1, . . . (3)

where τ is an index of a block. The size of the received signal matrix Xτ and a transmitted signal

matrix Sτ are T × N and T × M respectively. Wτ is the T × N additive noise matrix. Hτ is called

the M × N channel matrix, and we assume that htmn is constant within the block.

1.1.1 Known channels

If a receiver antenna knows the channel matrix, Hτ , the channel is called the perfect channel state

information, Perfect CSI. Let L be the size of the alphabet. The data rate R, in bits/channel use, is

computed by R = log2 L/M . A message is sent as a sequence z0, z1, z2 . . . with zτ ∈ {0, 1, . . . L − 1}.
The transmitted signal Sτ is chosen from a transmitted signal constellation V = {Vl}L−1

l=0 by index zτ .

Equivalently

Sτ = Vzτ
(4)

where each Vl is a T × M unitary matrix which satisfies VlV
∗
l = IT , where ()∗ denotes conjugate

transpose. The received signal is defined by (3). Using the maximum likelihood decoder, the receiver

antenna will decode to a message ẑτ as

ẑτ = arg min
l=0,...,L−1

‖Xτ − VlHτ‖ (5)

where ‖A‖2 = Tr(AA∗) = Tr(A∗A) =
∑

i,j |aij|2.
Suppose the time period in one block equals the number of transmitter antennas, that is, T = M .

Then the size of the signal Vl is M × M . Using the Chernoff bound, the pairwise error probability

that the receiver antenna decodes an error from Vl to Vl′ can be computed [8] by

Pe ≤
1

2

M
∏

m=1

[1 +
ρ

4
σ2

m(Vl − Vl′)]
−N (6)

where σm(Vl − Vl′) is the mth singular value of the matrix Vl − Vl′ . We know that the product of the

squares of the singular values equals the norm squared of the determinant. Therefore, at high ρ the

pairwise error probability Pe can be approximated by

Pe ≤
1

2
(
4

ρ
)MN 1

| det(Vl − Vl′)|2N
. (7)
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1.1.2 Unknown channels

The channel is called no CSI when the receiver antenna does not know Hτ . Hughes [10] and Hochwald

et. al. [9] proposed differential unitary space-time modulation for multiple antennas with no knowledge

of channel information. The idea of differential space-time modulation is similar to that of differential

phase shift keying modulation, DPSK, for noncoherent modulation in single antenna communications.

The current transmitted signal Sτ is obtained by multiplication of the previous signal Sτ−1 with its

signal constellation index Vzτ
. Equivalently,

Sτ = Vzτ
Sτ−1 (8)

with S0 = IM . In the case of unknown channels, we have to modify the received signal equation in (3),

since Hτ is unknown. From [9, 10] we assume that Hτ is constant over two consecutive time periods,

Hτ ≈ Hτ−1 = H. From (3), we will have

Xτ−1 =
√

ρSτ−1H + Wτ−1 (9)

Xτ =
√

ρSτH + Wτ (10)

Substituting Sτ−1 = Sτ/Vzτ
in (9), and then adding the resulting equation to (10), gives

Xτ = Vzτ
Xτ−1 + Wτ − Vzτ

Wτ−1. (11)

Since additive noise is independent and invariant under multiplication with a unitary matrix, the

received signal matrix Xτ for unknown channel is

Xτ = Vzτ
Xτ−1 +

√
2W ′

τ (12)

where W ′
τ is also CN (0, 1). A Maximum Likelihood decoder is also used for the receiver antenna to

decode a message ẑτ to be

ẑτ = arg min
l=0,...,L−1

‖Xτ − VlXτ−1‖ (13)

Now suppose T = M . The pairwise probability that a receiver antenna decodes an error from Vl to

Vl′ can be computed, using Chernoff bound, as

Pe ≤
1

2

M
∏

m=1

[1 +
ρ2

4(1 + 2ρ)
σ2

m(Vl − Vl′)]
−N . (14)

At high ρ, Pe can be also estimated by

Pe ≤
1

2
(
8

ρ
)MN 1

| det(Vl − Vl′)|2N
. (15)
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Clearly from (7) and (15), at high ρ, the unknown channel has twice the error probability, Pe, of

the known channel. This implies a 3 dB penalty for differential space-time modulation for unknown

channels.

1.2 Design criteria for unitary space-time constellations

Let V = {Vl}L−1
l=0 be a signal constellation, where |V| = L, and Vl is an M × M unitary matrix. We

define the diversity product, ζV , which is computed from a constellation V by

ζV =
1

2
min

0≤l<l′≤L−1
| det(Vl − Vl′)|

1
M (16)

where M is the number of transmitter antennas. The term exponent 1
M

represents a geometric mean

of M eigenvalues, and 0 ≤ ζV ≤ 1. A constellation V which has ζV > 0 is said to have full diversity.

Clearly we need to minimize Pe in (16). Therefore a design criteria for our full diversity constellation

V is to find a set V of M × M unitary matrices which has ζV as large as possible.

1.3 Summary of prior works

The problem of constructing a full diversity constellation V with high ζV has been studied in many

prior works. We give a brief overview of them in this section. These constellations will be compared

later to our constellation in Sections 6.

1.3.1 Orthogonal designs

A 2 × 2 orthogonal constellation for two transmitter antennas was first introduced by Alamouti [1].

A 2 × 2 signal matrix has the form

Vl =
1√
2





x −y∗

y x∗



 (17)

where |x|2 = |y|2 = 1 is the constraint that makes this matrix unitary and can be used for dif-

ferential detection in unknown channel [18]. x, y are chosen from the Qth roots of unity: x, y ∈
{1, e2πj/Q, e2πj2/Q, . . . , e2πj(Q−1)/Q}. The order of the constellation is given by L = Q2. The diversity

product can be computed as
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ζV =
sin(π/Q)√

2
(18)

A differential detection of orthogonal designs [19] for multiple transmitter antennas was proposed later

in [12].

1.3.2 Dicyclic and cyclic group designs

Hughes [10, 11] and Hochwald et.al [9] used dicyclic and cyclic group structures to represent their

constellations. For M = 2, the dicyclic group constellation, a quaternion group Qp is

Qp =

〈





ej2π/2p

0

0 e−j2π/2p



 ,





0 1

−1 0





〉

. (19)

The order of dicyclic constellation is L = 2p+1. On the other hand, an M×M cyclic group constellation

has the form V = {Vl}L−1
l=0 where

Vl = diag(ej2πu1l/L, ej2πu2l/L, . . . , ej2πuM l/L ), (20)

and ui ∈ {0, 1, . . . , L − 1}. The diversity product is given by

ζV = min
l=1,2,...,L−1

∣

∣

∣

∣

∣

M
∏

m=1

sin
πuil

L

∣

∣

∣

∣

∣

1
M

(21)

1.3.3 Fixed-point free group designs

Hassibi et.al. [16] have classified all six classes of fixed-point free groups: Gm,r, Dm,r,l, Em,r, Fm,r,l, Jm,r

and Km,r,l which are induced from a cyclic group. Some of these constellations have excellent diversity

product, and their diversity product are higher than constellations from [1, 9, 10, 11, 18]. But there

are still some limitations in these designs. First the possible constellations are limited when M is

large and odd. Second there exist only even order for 2 × 2 constellations.

1.3.4 Nongroup designs

There are three nongroup constellation designs for any order L and M transmitter antennas also

proposed in [16]: a 2×2 Hamiltonian matrix for only M = 2, a nongroup Sm,r which is a generalization

of a fixed-point free group Gm,r and a matrix product of two different representations of fixed-point
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free groups. It is shown that some constellations from Sm,r and product nongroups have diversity

product higher than group constellation designs.

1.3.5 Symplectic group designs

Subsets of the infinite symplectic group Sp(2) are used to construct full diversity constellations for

M = 4 transmitter antennas in [23]. Sp(2) is not a fixed-point free group. The constellations produced

are finite subsets of Sp(2) with diversity product not equal to zero. Although Sp(2) underperforms

fixed-point free group designs, its significance is in its simple decoding algorithm.

1.3.6 Parametric code designs

A parametric code design [13] was proposed for only M = 2 transmitter antennas. A parametric code

matrix is defined as a product of three 2 × 2 unitary matrices as:

Vl =





ejθL 0

0 ejk1θL





l 



cos(k2θL) sin(k2θL)

− sin(k2θL) cos(k2θL)





l 



ejk3θL 0

0 e−jk3θL





l

(22)

where θL = 2π/L and k1, k2, k3 ∈ {0, 1, . . . , L−1}. The value of k = (k1, k2, k3) is found by exhaustive

search to maximize ζV . This search is computationally intensive when L is large as it needs to consider

L(L − 1)/2 distinct values of Vl, Vl′ in (16).

1.3.7 Numerical methods

In [6], a numerical approach is used to construct large diversity product constellations for any dimen-

sion M and order L. A simulated annealing and a genetic algorithm are used to search optimized con-

stellations from the algebraic structures: AkBl, AB,AkBk, AkBlCm, ABC and AkBkCk where A,B,C

are M × M unitary matrices and k, l,m are arbitrary numbers for a given L.

2 Hamiltonian constellation designs

A 2× 2 Hamiltonian matrix can be used to design a full diversity constellation for M = 2 transmitter

antennas. This matrix is defined by
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H =





x −y∗

y x∗



 (23)

where x, y ∈ C and |x|2 + |y|2 = 1. This differs from orthogonal design [1, 18] which requires

|x|2 = |y|2 = 1. Here H is unitary. Let H = {Hl}L−1
l=0 be a Hamiltonian constellation. From (16), a

diversity product ζH can be computed as

ζH =
1

2
| det(H − H ′)| 12

=
1

2
det





x − x′ −(y − y′)∗

y − y′ (x − x′)∗





1
2

=
1

2

√

|x − x′|2 + |y − y′|2 (24)

From (24), we can easily see that now ζH equals one half of the Euclidean distance between two points

(x, y) and (x′, y′) in C
2. Consider a transformation from R

4 to C
2. If A(a1, a2, a3, a4) is a point on the

unit sphere in R
4 where a2

1 + a2
2 + a2

3 + a2
4 = 1, then we can convert this point onto the unit sphere in

C
2 space using the mapping:

A(a1, a2, a3, a4)R4 7−→ A(a1 + ja2, a3 + ja4)C2 = A(x, y)C2 (25)

where x = a1 + ja2, y = a3 + ja4, j2 = −1 and a1, a2, a3, a4 ∈ R. Consequently now the problem of

constructing a 2× 2 Hamiltonian constellation can be reduced to finding L points on a unit sphere in

R
4 space such that the minimum distance between two points as large as possible. A possible solution

to this problem is to use Slepian’s group codes [17] to get these maximum equidistant L points on

a unit sphere in R
4 when in the group codes these points are considered as a set of L codewords in

four-dimensional space, that is, (L, 4) group codes. For simplicity, we choose a cyclic group of order

L to generate codewords.

3 Group codes

We review the idea of a cyclic group code as given in [2] in this section.
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3.1 Definitions

An (L, n) group code is a set of L codewords in the Euclidean space of dimension n. Basically we can

think that all L codewords are on the surface of a unit sphere in n dimensional space. Let {Ol}L−1
l=0

be a group of n × n orthogonal matrices. Then the codewords {Xl}L−1
l=0 can be generated by

Xl = OlX (26)

where X is called an initial vector. We assume all Xl are equiprobable. The distance from any

codeword Xl to all nearest neighbors is thus the same as from codeword Xk to all nearest neighbors

for all l, k = 0, 1, . . . , L − 1, or equivalently, all codewords have the same error probability. The

distance, d, between an initial vector X and codeword Xl is computed using

d2(X,Xl) = ‖X − Xl‖2 = 2 − 2X · OlX (27)

The main problem of group codes is how to choose the best initial vector X in (26) to minimize the

error probability, or to maximize the minimum distance of nearest codewords of (27). This is extremely

difficult and a solution for the general case has not yet been found, except for special cases such as for

a full homogeneous representation and the (n− 1)-dimensional representation of the symmetric group

Sn [3], for a cyclic group [2], and for a finite reflection group [15].

3.2 Cyclic group codes

The 4 × 4 orthogonal matrix, Ol, of an (L, 4) cyclic group code [2] has the form:

Ol = diag(A(lk1), A(lk2)) (28)

where A(ki) is defined by

A(ki) =





cos 2π
L

ki sin 2π
L

ki

− sin 2π
L

ki cos 2π
L

ki



 (29)

ki ∈ {1, 2, . . . , L − 1}. Let X = (x1, x2, x3, x4) be an initial vector. From (27), we can compute the

Euclidean distance between X and OlX by
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d2
l = ‖X − OlX‖2 = 4

2
∑

i=1

µi sin
2 π

L
lki (30)

where µ1 = x2
1 + x2

2 and µ2 = x2
3 + x2

4.

4 Hamiltonian constellations

4.1 The case M = 2

From (30), we observe that the distance between X and Xl depends on the sum of squares of pair of

entries. Let X = (
√

x1, 0,
√

x2, 0) be an initial vector with

x1 + x2 = 1 and x1, x2 ≥ 0. (31)

Generate the (L, 4) cyclic codewords by {Xl}L−1
l=0 = OlX, where Ol is defined in (28). This gives

Xl =

(√
x1 cos

l2πk1

L
,−√

x1 sin
l2πk1

L
,
√

x2 cos
l2πk2

L
,−√

x2 sin
l2πk2

L

)

. (32)

Transforming these codewords to the new codewords in C
2, XlC2 , by (25) gives

XlC2 =





√
x1(cos l2πk1

L
− j sin l2πk1

L
)

√
x2(cos l2πk2

L
− j sin l2πk2

L
)



 =





√
x1e

−j
l2πk1

L

√
x2e

−j
l2πk2

L



 . (33)

Substitute in the form of a Hamiltonian matrix in (23) to get a 2 × 2 Hamiltonian constellation

H2×2 = {Hl}L−1
l=0 with

Hl =





√
x1e

−j
l2πk1

L −√
x2e

j
l2πk2

L

√
x2e

−j
l2πk2

L
√

x1e
j

l2πk1
L



 (34)

We can also write Hl in terms of Hl=0 = H0 as

Hl = ej
2πlk1

L RlH0Tl (35)

where

Rl =





e−j
2πlk1

L 0

0 e−j
2πlk2

L



 , H0 =





√
x1 −√

x2

√
x2

√
x1



 and Tl =





e−j
2πlk1

L 0

0 ej
2πlk2

L





Both {Rl}L−1
l=0 and {Tl}L−1

l=0 form cyclic groups of order L. The diversity product of a 2×2 Hamiltonian

constellation is computed by

ζH =
1

2
min

0≤l<l′≤L−1
| det(Hl − Hl′)|

1
2 . (36)
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Even though the Hl do not form a group, we may compute ζH just by taking Hl=0 and Hl′=l (see

Appendix A). Then

ζH =
1

2
min

l=1,2,...,L−1
| det(H0 − Hl)|

1
2

=
1

2
min

l=1,2,...,L−1

{

4

(

x1 sin2 πk1l

L
+ x2 sin2 πk2l

L

)}
1
2

(37)

The values of x = (x1, x2) of (31) and k = (k1, k2) are chosen to maximize ζH of (37).

4.2 The case M even, M > 2

An M × M constellation for a case where M is even can be constructed by the direct sum of 2 × 2

Hamiltonian matrices. HM×M = {Jl}L−1
l=0 , has the block diagonal form

Jl = diag(H1,2
l , H3,4

l , . . . , HM−1,M
l ) (38)

where Hm,n
l is defined as

Hm,n
l =





√
x1e

−j l2πkm
L −√

x2e
j l2πkn

L

√
x2e

−j l2πkn
L

√
x1e

j l2πkm
L



 (39)

Using the similar derivation as above, the diversity product can be computed by

ζH =
1

2
min

l=1,2,...,L−1

∣

∣

∣

∣

∣

∣

2M

M/2
∏

j=1

2
∑

i=1

xi sin
2 πk2j−2+il

L

∣

∣

∣

∣

∣

∣

1
M

. (40)

Again, the values of x = (x1, x2) of (31) and k = (k1, k2, . . . , kM) are chosen to maximize ζH of (40).

4.3 The case M odd, M ≥ 3

For a case where M is odd, an M × M constellation is constructed by using the direct sum of 2 × 2

Hamiltonian matrices and the Lth roots of unity. Thus a block diagonal matrix of HM×M = {Jl}L−1
l=0

is

Jl = diag(ej2πk1l, H2,3
l , . . . , HM−1,M

l ). (41)

Using a derivation similar to the above, the diversity product can be given by
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ζH =
1

2
min

l=1,2,...,L−1

∣

∣

∣

∣

∣

∣

2M sin
πk1l

L

(M+1)/2
∏

j=2

2
∑

i=1

xi sin
2 πk2j−3+il

L

∣

∣

∣

∣

∣

∣

1
M

(42)

The values of x = (x1, x2) of (31) and k = (k1, k2, . . . , kM) are found such that they maximize ζH of

(42).

5 Product constellations

The representation of degree M of a cyclic group of order LC , C = {Ok}LC−1
k=0 , has the diagonal form

Ok = diag(ej2πr1k/LC , ej2πr2k/LC . . . , ej2πrMk/LC ) (43)

We use the product of HM×M = {Jl}LH−1
l=0 in (38) and (41) and a cyclic group C in (43) to get a

product constellation P for M even and odd respectively, as follows:

P = H× C = {JlOk}LH−1,LC−1
l,k=0 (44)

A product constellation P is unitary, and |P| can be at most LHLC . From (16), a diversity product

of P can be computed by

ζP =
1

2
min

P,P ′∈P
| det(P − P ′)| 1

M (45)

=
1

2
min

0≤l,l′≤LH−1

0≤k,k′≤LC−1

(l,k) 6=(l′,k′)

| det(JlOk − Jl′Ok′)| 1
M (46)

It is a straightforward calculation (see the proof in Appendix B) to check that

| det(JlOk − Jl′Ok′)| = | det(J0 − Jl′−lOk′−k)|. (47)

Hence to compute a diversity product it suffices to consider the case of l = k = 0 and l′, k′ are

arbitrary. This will give us

ζP =
1

2
min

(l,k) 6=(0,0)
| det(J0 − JlOk)|

1
M (48)
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Thus although the product constellation P does not form a group, our search will require checking

only of LHLC − 1 distinct values of P, P ′.

Then we search for the value of x = (x1, x2) of (31), k = (k1, k2, . . . , kM) and r = (r1, r2, . . . , rM) which

maximizes ζP in (48). A necessary condition for full diversity, ζP > 0, is that gcd(ri, LC) = 1 for all i.

Hence we may restrict our search to choices of r such that r1 = 1 and gcd(ri, LC) = 1, i = 2, . . . ,M .

Theorem 1 A product constellation P will reduce to the form of Hamiltonian constellation of (38) and

(41) if r2i−1+r2i = LC for all i = 1, . . . ,M/2 for M even and r2i+r2i+1 = LC for all i = 1, . . . ,M−1/2

for M odd.

Proof: The proof is shown for P2×2 case, where the proof for PM×M follows immediately. From (44),

we have

{JlOk} =





√
x1e

−j
2πk1l

LH e
j

2πkr1
LC −√

x2e
j

2πk2l

LH e
j

2πkr2
LC

√
x2e

−j
2πk2l

LH e
j

2πkr1
LC

√
x1e

j
2πk1l

LH e
j

2πkr2
LC



 (49)

We can see that JlOk will reduce to the form of a 2×2 Jl for all k = 0, 1, . . . , LC−1 if e
j

2πkr1
LC = e

−j
2πkr2

LC ,

or equivalently e
j 2πk

LC
(r1+r2)

= 1. This gives Lc divides r1 + r2. The values of r1 and r2 are chosen from

{0, 1, . . . , LC −1} thus the only one possible condition which satisfies Lc divides r1 +r2 is r1 +r2 = LC.

¤

To get a product constellation P of (44) which has a diversity product higher than a Hamiltonian

constellation H, we thus omit those choices of r in Theorem 1.

Theorem 2 For M odd, if gcd(LH , LC) > 1 then the product constellation P of (44) will have ζP = 0.

If gcd(LH , LC) = 1, then there exist values of k = (k1, k2, . . . , kM) and r = (r1, r2, . . . , rM) such that

ζP > 0, with k1 relatively prime to LH , and each ri, i = 1, 2, . . . ,M relatively prime to LC.

Proof: In (48), ζP will equal 0 if e
j2π(

k1l

LH
+

r1k

LC
)

= 1. The first part of Theorem 2 can be proved by

showing that if gcd(LH , LC) > 1, then for any choice of k1, r1 there exist choices of k, l, not both zero,

such that k1l
LH

− r1k
LC

is an integer. There are two cases that need to be considered.

14



Case 1: If gcd(k1, LH) = t > 1, then take l = LH/t, so that k1l = k1LH/t = lcm(k1, LH), which

is an integer; and k = 0. Since t > 1, l 6= 0, and l < LH . The case of gcd(r1, LC) > 1 can be treated

similarly.

Case 2: If gcd(k1, LH) = 1 and gcd(r1, LC) = 1, then set g = gcd(LH , LC). Then LH/g and LC/g

are integers strictly less than LH and LC, respectively. Moreover, we compute

LH/g

LH

− LC/g

LC

=
1

g
− 1

g
= 0.

We require the following lemma.

Lemma 1 If gcd(a,A) = 1, then the set S = {al mod A | l = 0, 1, . . . A − 1} has A distinct values.

Proof of lemma: If not, then some al must equal another al′ modulo A; say l′ < l. This would mean

a(l− l′) = 0 mod A. Both sides are integers, so this means A divides a(l− l′). But this is impossible

unless l = l′: since gcd(a,A) = 1, no part of A can divide a, and since l − l′ < A, A cannot divide

l− l′ unless l− l′ = 0. Thus all values are distinct, and give representatives of all residue classes. (In

particular, the value l = 0 gives the zero residue class.) ¤

Using the Lemma, we may choose l so that k1l ≡ LH/g mod LH and also choose k so that

r1k ≡ LC/g mod LC, proving the first part of the theorem.

Now to prove the second part of the theorem, suppose that gcd(LH , LC) = 1. If gcd(k1, LH) > 1 or

gcd(r1, LC) > 1, then a similar argument as the one made in Case 1 above shows that the diversity

product will be zero. So suppose we choose gcd(k1, LH) = 1 and gcd(r1, LC) = 1. In this case,

the lemma shows that e
j2π(

k1l

LH
+

r1k

LC
)

= 1 if and only if for some choice of a = 0, 1, . . . LH − 1 and

b = 0, 1, . . . LC − 1, we have

a

LH

− b

LC

= 0.

This is equivalent to saying that aLC = bLH for some a, b. But this product is strictly less that

LHLC, which is the least common multiple of LH and LC, by the hypothesis that gcd(LH , LC) = 1.

Hence it must be zero, and thus a = 0 and b = 0. Consequently, the only values of k and l giving

e
j2π(

k1l

LH
+

r1k

LC
)

= 1 in the original product are k = 0, l = 0. That the remaining 2 × 2 blocks will not

produce a zero diversity product for all choices in the given set follows from (24) and the remarks

preceding Theorem 1. ¤
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Due to a limitation of possible product constellations for a case where M is odd (see Theorem 2), we

propose another unitary product constellation, PH, which is obtained by a product of two Hamiltonian

constellations with the diagonal blocks in different order.

PH = H1 ×H†
2 = {JlJ

†
k}

LH1
−1,LH2

−1

l,k=0 (50)

where LH1 , LH2 are the order of H1 and H2 respectively, and J†
k denotes a block diagonal matrix with

different order of Jk in (41):

J†
k = diag(H1,2

k , H3,4
k , . . . , HM−2,M−1

k , ej2πrMk/LH2 ), (51)

To optimize a diversity product of (45) which PH , P ′
H ∈ PH, it also suffices to consider a case of

l, k = 0 and arbitrary l′, k′ because (see Appendix C)

| det(JlJ
†
k − Jl′J

†
k′)| = | det(J0J

†
0 − Jl′−lJ

†
k′−k)|. (52)

Thus this gives us

ζPH
=

1

2
min

0≤l,l′≤LH1
−1

0≤k,k′≤LH2
−1

(l,k) 6=(l′,k′)

| det(JlJ
†
k − Jl′J

†
k′)|

1
M (53)

=
1

2
min

0≤l,k≤LH1
−1,LH2

−1

(l,k) 6=(0,0)

| det(J0J
†
0 − JlJ

†
k)|

1
M (54)

We assume that both H1 and H†
2 have the same value of x = (x1, x2). We choose x which satisfies

(31), k = (k1, k2, . . . , kM) of H1 and r = (r1, . . . , rM) of H†
2 in order to maximize ζPH

in (54).

6 Results and Performance

6.1 Results

Table 2 shows some of Hamiltonian and product constellations with their best diversity product

comparing with different designs: orthogonal [1, 18], dicyclic, cyclic groups in [9, 10, 11], fixed-point

free groups, nongroups in [16], parametric codes [13] and numerical methods [6]. Our constellations

have diversity product higher than orthogonal designs, dicyclic groups, cyclic groups, nongroups,
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numerical methods, parametric codes and some of those obtained from fixed-point free groups. Our

Hamiltonian constellations of L = 2 to 5 for every M even case are optimal constellations whose

diversity product achieve the upper bound [13] given by
√

L
2(L−1)

.

L 2 3 4 5

ζ =
√

L
2(L−1)

1.0000 0.8660 0.8165 0.7906

Table 1: Optimal diversity product for L = 2 to 5.

From Table 2, for M = 2, we can see that the product P2×2, L = 120 has ζ = 0.3090 which equals the

excellent fixed-point free group SL2(F5) constellation. The product constellation P2×2 at L = 1089

also has an excellent diversity product = 0.1142. For M = 3, we have H3×3, L = 3 which has

ζ = 0.8660 is the optimal constellation. PH3×3 at L = 513 has an excellent diversity product = 0.2283

which is higher than the fixed-point free group G171,94.

6.2 Performance

We compare the performance of our Hamiltonian and product constellations with different designs

as listed in Table 2. The performance is considered by plotting the block error rate, bler, against

SNR. All plots are considered in an unknown Rayleigh flat fading channel which use the differential

modulation to transmit signals as explained in Section 1.1.2. The fading coefficient and additive noise

are independent CN (0, 1) and the channel matrix is assumed to be constant within two consecutive

time periods.

Figure. 1 shows the block error rate performance for M = 2 transmitter antennas and N = 2

receiver antennas at the same R = 3.00, L = 64 of a product P2×2 compared with dicyclic group [10],

cyclic group [9], orthogonal design [18] and parametric code [13]. Our product constellation outper-

forms other four designs.

Figure. 2 compares the bler performance for M = 2 transmitter antennas, N = 1 receiver antenna

at the high rate R = 6.00 of our product constellation P2×2 and orthogonal design [18], cayley code

Q = 4 [7] and TAST code T2,2,2 [5]. We can see that our proposed constellation again outperforms

other three designs.

Figure. 3 compares the bler performance for M = 3 transmitter antennas, N = 1 and 2 receiver

antenna at the same R = 1.06, L = 9 of Hamiltonian H2×2 and the fixed-point free group G9,1 [16].
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We can see that our Hamiltonian constellation outperforms the fixed-point free group.

Figure. 4 shows the bler performance for M = 4 transmitter antennas, N = 1 receiver antenna of

Hamiltonian H4×4 at R = 2.00, cyclic group [9] at R = 2.00, cayley code with Q = 7, r = 2 [7] at

R = 1.75 and 4× 4 orthogonal design with z1, z2, z3 are chosen from 6-PSK [22] at R = 1.94. We can

see that our Hamiltonian constellation outperforms other three designs.

Figure. 5 displays Hamiltonian constellations at the same R = 1.00 for M = 2, 3, 4 transmitter

antennas and N = 1 receiver antenna of H2×2, H3×3 and P4×4 respectively.

7 Conclusion

We have constructed new unitary space-time constellations with high diversity products, which can

be used for any number of transmitter antennas and for any data rate. Our constellations have

full diversity and can be used for both unknown and known channel with differential modulation.

Although the Hamiltonian constellations H and the product constellations P,PH do not form groups,

the optimization of the diversity products requires checking only L − 1 distinct matrices in their

constellations. Hamiltonian constellations for L ≤ 5 for the case where M is even achieve the optimal

theoretical bound. In addition, many of our proposed constellations have the best known diversity

products in the literature, as shown in Table 2, and outperform all other constellation designs.

18



0 5 10 15 20 25
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR in db

bl
er

product
cyclic
dicyclic
orthogonal
parametric

Figure 1: Block error rate performance for M = 2, N = 2 of the product P2×2, dicyclic group [10],

cyclic group [9], orthogonal design [18] and parametric code [13] at R = 3.00, L = 64.
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Figure 2: Block error rate performance for M = 2, N = 1 at R = 6.00 of product P2×2, orthogonal

design [18], cayley code [7] and TAST code [5].
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Figure 3: Block error rate performance for M = 3, N = 1 and 2 at R = 1.06 of Hamiltonian H3×3 and

the fixed-point free group [16].
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Figure 4: Block error rate performance for M = 4, N = 1 of Hamiltonian H4×4 R = 2.00, cyclic

group [9] R = 2.00, cayley code [7] R = 1.75 and orthogonal design [22] R = 1.94.
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Figure 5: Block error rate performance for M = 2, 3, 4, and N = 1 at R = 1.00 of our proposed

constellations: H2×2,H3×3 and P4×4 as described in Table 2.

Appendix A

We prove that to compute the diversity product in (36) it suffices to choose l = 0 for Hl and arbitrary

l′ = 1, . . . , L − 1 for Hl′ . This proof can also be worked for the general M × M case. From (34),

we can write Hl in terms of H0 as Hl = ej
2πlk1

L RlH0Tl where Rl = diag(e−j
2πlk1

L , e−j
2πlk2

L ) and Tl =

diag(e−j
2πlk1

L , ej
2πlk2

L ). We show that | det(Hl − Hl′)| = | det(H0 − Hl′−l)| for 0 ≤ l < l′ ≤ L − 1.

| det(Hl − Hl′)| = | det(ej
2πlk1

L RlH0Tl − ej
2πl′k1

L Rl′H0Tl′)|

= |ej2πlk1|| det Rl|| det(H0 − ej
2π(l′−l)k1

L Rl′−lH0Tl′−l)|| det Tl|

= | det(H0 − Hl′−l)|

¤

Appendix B

We prove that to compute the diversity product of P in (46) it suffices to choose l = k = 0 for
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P , and arbitrary 0 ≤ l′ ≤ LH − 1, 0 ≤ k′ ≤ LC − 1 and (l′, k′) 6= (0, 0) for P ′. The proof is

shown for the 2 × 2 case, from which the general M × M case can follow immediately. We will show

that | det(P − P ′)| = | det(HlOk − Hl′Ok′)| = | det(H0 − Hl′−lOk′′)| for 0 ≤ l < l′ ≤ LH − 1 and

0 ≤, k, k′, k′′ ≤ LC − 1.

| det(HlOk − Hl′Ok′)| = | det(e
j

2πlk1
LH RlH0TlOk − e

j
2πl′k1

LH Rl′H0Tl′Ok′)|

= | det(e
j

2πlk1
LH RlH0Tl − e

j
2πl′k1

LH Rl′H0Tl′Ok′′)|

= |e−j
2πlk1

L || det Rl|| det(H0 − e
j

2π(l′−l)k1
LH Rl′−lH0Tl′−lOk′′)|| det Tl|

= | det(H0 − e
j

2π(l′−l)k1
LH Rl′−lH0Tl′−lOk′′)|

= | det(H0 − Hl′−lOk′′)|

¤

Appendix C

We prove that to compute the diversity product of PH in (53) it suffices to choose l = k = 0 for JlJ
†
k,

and arbitrary 0 ≤ l′ ≤ LH1 − 1, 0 ≤ k′ ≤ LH2 − 1 and (l′, k′) 6= (0, 0) for Jl′J
†
k′ . The proof is shown

for a 3 × 3 case, for a case of general M odd follows immediately. A 3 × 3 Jl can be written as

Jl =













e
j

2πk1l

LH1 0 0

0 e
j

2πk2l

LH1 0

0 0 e
j

2πk2l

LH1

























1 0 0

0 e
−j

2πk2l

LH1 0

0 0 e
−j

2πk3l

LH1























1 0 0

0
√

y1 −√
y2

0
√

y2
√

y1























1 0 0

0 e
−j

2πk2l

LH1 0

0 0 e
j

2πk3l

LH1













= KlRlJ0Tl (55)

Similarly, we can also write a 3 × 3 J†
k as

J†
k =













e
j

2πr2k

LH2 0 0

0 e
j

2πr2k

LH2 0

0 0 e
j

2πr3k

LH2

























e
−j

2πr1k

LH2 0 0

0 e
−j

2πr2k

LH2 0

0 0 1























√
y1 −√

y2 0

√
y2

√
y1 0

0 0 1























e
j

2πr1k

LH2 0 0

0 e
−j

2πr2k

LH2 0

0 0 1













= K†
l R

†
l J

†
0T

†
l (56)

Define
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A =











a 0 0

0 b 0

0 0 c











, D =











a 0 0

0 b 0

0 0 b











and E =











1 0 0

0 1 0

0 0 b−1c











where a, b, c are arbitrary number. A = DE, and also A−1 = D−1E−1. We will use this property in

our proof:

J0AJ†
0 = DJ0J

†
0E (57)

We note that D,D−1 and E,E−1 can commute with J0 and J†
0 (as well as any diagonal matrices)

respectively.

| det(JlJ
†
k − Jl′J

†
k′)|

= | det(KlRlJ0TlK
†
kR

†
kJ

†
0T

†
k − Kl′Rl′J0Tl′K

†
k′R

†
k′J

†
0T

†
k′)|

= | det(J0TlR
†
kJ

†
0 − Kl′−lRl′−lJ0Tl′R

†
k′K

†
k′−kJ

†
0T

†
k′−k)|

= | det(J0AJ†
0 − Kl′−lRl′−lJ0Tl′R

†
k′K

†
k′−kJ

†
0T

†
k′−k)|, where A = TlR

†
k

= | det(DJ0J
†
0E − Kl′−lRl′−lJ0Tl′R

†
k′K

†
k′−kJ

†
0T

†
k′−k)|, from a property (57)

= | det D|| det(J0J
†
0 − D−1Kl′−lRl′−lJ0Tl′R

†
k′K

†
k′−kJ

†
0T

†
k′−kE

−1)|| det E|

= | det(J0J
†
0 − Kl′−lRl′−lJ0Tl′D

−1E−1R†
k′K

†
k′−kJ

†
0T

†
k′−k)|

= | det(J0J
†
0 − Kl′−lRl′−lJ0Tl′A

−1R†
k′K

†
k′−kJ

†
0T

†
k′−k)|

= | det(J0J
†
0 − Kl′−lRl′−lJ0Tl′T−lR

†
−kR

†
k′K

†
k′−kJ

†
0T

†
k′−k)|, where A−1 = (TlR

†
k)

−1 = T−lR
†
−k

= | det(J0J
†
0 − Kl′−lRl′−lJ0Tl′−lR

†
k′−kK

†
k′−kJ

†
0T

†
k′−k)|

= | det(J0J
†
0 − Jl′−lJ

†
l′−l)|

¤
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M L R ζ Constellation designs

2 4 1.00 0.7071 dicyclic group Q1

2 4 1.00 0.7071 cyclic group u = (1, 1)

2 4 1.00 0.7071 orthogonal with 2th-roots of unity

2 4 1.00 0.8165 H x1 = 0.6667, k = (1, 2) Figure. 1

2 8 1.50 0.7071 dicyclic group Q2

2 8 1.50 0.5946 cyclic group u = (1, 3)

2 8 1.50 0.7071 H x1 = 0.5000, k = (1, 3)

2 16 2.00 0.3827 dicyclic group Q3

2 16 2.00 0.3827 cyclic group u = (1, 7)

2 16 2.00 0.5000 orthogonal with 4th-roots of unity

2 16 2.00 0.5946 parametric code, k = (3, 4, 2)

2 16 2.00 0.5098 H x1 = 0.5198, k = (1, 4)

2 16 2.00 0.5412 P LH = 8, LC = 2, x1 = 0.5858, k = (1, 2), r = (1, 1)

2 24 2.29 0.5000 fixed-point free group E3,1 = SL2(F3)

2 24 2.29 0.5000 P LH = 8, LC = 3, x1 = 0.5000, k = (1, 3), r = (1, 1)

2 27 2.38 0.4122 numerical method AkBkCk

2 27 2.38 0.4122 P LH = 9, LC = 3, x1 = 0.7733, k = (1, 3), r = (1, 1)

2 32 2.50 0.1951 dicyclic group Q4

2 32 2.50 0.2494 cyclic group u = (1, 7)

2 32 2.5 0.3827 parametric code, k = (7, 8, 2)

2 32 2.50 0.3827 H x1 = 0.4953, k = (1, 7)

2 32 2.50 0.4082 P LH = 8, LC = 4, x1 = 0.6667, k = (1, 2), r = (1, 1)

2 36 2.59 0.3860 numerical method AkBl

2 36 2.59 0.4039 P LH = 9, LC = 4, x1 = 0.2577, k = (1, 2), r = (1, 1)

Table 2: Comparison of different constellation designs: our constellations are highlighted in grey,

orthogonal design [18], dicyclic and cyclic groups [9, 10], fixed-point free groups and nongroups [16],

parametric codes [13] and numerical methods [6].
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M L R ζ Constellation designs

2 48 2.79 0.3868 fixed-point free group F3,1,−1

2 48 2.79 0.3678 P LH = 3, LC = 16, x1 = 0.2113, k = (1, 2), r = (1, 7)

2 49 2.81 0.3781 numerical method AkBl

2 49 2.81 0.4118 P LH = 7, LC = 7, x1 = 0.5000, k = (1, 6), r = (1, 4)

2 55 2.89 0.3874 parametric code, k = (34, 15, 0)

2 55 2.89 0.4074 P LH = 11, LC = 5, x1 = 0.5904, k = (1, 2), r = (1, 1)

2 64 3.00 0.0980 dicyclic group Q5 Figure.1

2 64 3.00 0.1985 cyclic group u = (1, 19) Figure.1

2 64 3.00 0.2706 orthogonal with 8th-roots of unity Figure.1

2 64 3.00 0.3070 parametric code, k = (7, 10, 0) Figure.1

2 64 3.00 0.3090 numerical method AkBk

2 64 3.00 0.2816 H x1 = 0.6281, k = (1, 27)

2 64 3.00 0.3678 P LH = 4, LC = 16, x1 = 0.6533, k = (1, 2), r = (1, 9) Figure.1

2 75 3.11 0..3535 parametric code, k = (49, 18, 0)

2 75 3.11 0.3535 P LH = 25, LC = 3, x1 = 0.5000, k = (1, 7), r = (1, 1)

2 81 3.17 0.2417 nongroup, LA = 9, u = (1, 2)

2 81 3.17 0.2974 P LH = 27, LC = 3, x1 = 0.4024, k = (1, 12), r = (1, 1)

2 91 3.25 0.3451 parametric code, k = (64, 21, 0)

2 91 3.25 0.3451 P LH = 13, LC = 17, x1 = 0.5000, k = (1, 5), r = (1, 1)

2 105 3.36 0.3116 parametric code, k = (34, 42, 0)

2 105 3.36 0.3116 P LH = 35, LC = 3, x1 = 0.5000, k = (1, 13), r = (1, 1)

2 120 3.45 0.1353 cyclic group u = (1, 43)

2 120 3.45 0.3090 fixed-point free group J1,1 = SL2(F5)

2 120 3.45 0.2377 numberical method

2 120 3.45 0.3090 P LH = 24, LC = 5, x1 = 0.5000, k = (1, 5), r = (1, 1)

2 121 3.46 0.1922 orthogonal with 11th-roots of unity

2 121 3.46 0.2106 H x1 = 0.5590, k = (1, 22)

2 121 3.46 0.2795 P LH = 11, LC = 11, x1 = 0.3670, k = (1, 6), r = (1, 1)
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M L R ζ Constellation designs

2 128 3.50 0.0491 dicyclic group Q6

2 128 3.50 0.1498 cyclic group u = (1, 47)

2 128 3.50 0.2606 parametric code, k = (1, 8, 20)

2 128 3.50 0.2031 H x1 = 0.5142, k = (1, 12)

2 128 3.50 0.2793 P LH = 16, LC = 8, x1 = 0.6104, k = (1, 6), r = (1, 3)

2 240 3.95 0.1045 cyclic group u = (1, 151)

2 240 3.95 0.2257 fixed-point free group F15,1,11

2 240 3.95 0.1511 H x1 = 0.4173, k = (1, 85)

2 240 3.95 0.2381 P LH = 10, LC = 24, x1 = 0.2960, k = (1, 4), r = (1, 5)

2 256 4.00 0.0245 dicyclic group Q7

2 256 4.00 0.0988 cyclic group u = (1, 75)

2 256 4.00 0.1379 orthogonal with 16th-roots of unity

2 256 4.00 0.1651 numerical method AkBk

2 256 4.00 0.1477 H x1 = 0.5526, k = (1, 119)

2 256 4.00 0.1981 P LH = 8, LC = 32, x1 = 0.3477, k = (1, 4), r = (1, 13)

2 289 4.09 0.1625 nongroup, LA = 17, u = (1, 12)

2 289 4.09 0.1838 P LH = 17, LC = 17, x1 = 0.6640, k = (1, 4), r = (1, 1)

2 1089 5.04 0.0794 nongroup, LA = 33, u = (1, 26)

2 1089 5.04 0.1142 P LH = 99, LC = 11, x1 = 0.7900, k = (1, 9), r = (1, 1)

2 4096 6.00 0.0347 orthogonal with 64th-roots of unity Figure.2

2 4096 6.00 0.0685 P LH = 64, LC = 64, x1 = 0.3898, k = (1, 28), r = (1, 33) Figure.2

2 4225 6.02 0.0436 nongroup, LA = 65, u = (1, 19)

2 4225 6.02 0.0671 P LH = 65, LC = 65, x1 = 0.4026, k = (1, 39), r = (1, 33)

3 3 0.53 0.8660 H x1 = 0.5000, k = (1, 1, 1)

3 5 0.77 0.7183 numerical method

3 5 0.77 0.7673 H x1 = 0.2316, k = (1, 1, 2)

3 8 1.00 0.5134 cyclic group u = (1, 1, 3)

3 8 1.00 0.6588 H x1 = 0.8089, k = (1, 3, 4) Figure. 1

28



M L R ζ Constellation designs

3 9 1.06 0.6004 fixed-point free group G9,1 with u = (1, 2, 5) Figure. 3

3 9 1.06 0.6632 H x1 = 0.4679, k = (1, 4, 3) Figure. 3

3 9 1.06 0.6283 PH LH1 = 3, LH2 = 3, x1 = 0.3820, k = (1, 1, 3), r = (2, 2, 1)

3 63 1.99 0.3301 cyclic group u = (1, 17, 26)

3 63 1.99 0.3851 fixed-point free group G21,4

3 63 1.99 0.3498 H x1 = 0.3758, k = (1, 20, 27)

3 63 1.99 0.4023 PH LH1 = 7, LH2 = 9, x1 = 0.4603, k = (1, 1, 6), r = (5, 3, 1)

3 64 2.00 0.2765 cyclic group u = (1, 11, 27)

3 64 2.00 0.3478 H x1 = 0.6994, k = (1, 23, 30)

3 513 3.00 0.1353 fixed-point free group G171,64(t = 19)

3 513 3.00 0.1664 P LH = 27, LC = 19, x1 = 0.4110, k = (1, 3, 11), r = (1, 18, 15)

3 513 3.00 0.2028 PH LH1 = 9, LH2 = 57, x1 = 0.4970, k = (1, 1, 5), r = (15, 20, 1)

3 529 3.02 0.1863 nongroup LA = 23, u = (1, 13, 19)

3 529 3.02 0.2283 PH LH1 = 23, LH2 = 23, x1 = 0.3671, k = (1, 19, 1), r = (2, 20, 1)

4 3 0.40 0.8660 H x1 = 0.5000, k = (1, 1, 1, 1)

4 4 0.50 0.8165 H x1 = 0.6667, k = (1, 2, 1, 2)

4 5 0.58 0.7906 H x1 = 0.5000, k = (1, 2, 1, 2)

4 9 0.79 0.5904 numerical method

4 9 0.79 0.7119 H x1 = 0.4094, k = (1, 2, 6, 5)

4 16 1.00 0.5453 cyclic group u = (1, 3, 5, 7)

4 16 1.00 0.6377 H x1 = 0.3680, k = (1, 3, 7, 5)

4 16 1.00 0.6580 P LH = 4, LC = 4, x1 = 0.5000, k = (1, 2, 1, 4), r = (1, 3, 3, 1) Figure. 1

4 240 1.98 0.2145 cyclic group u = (1, 31, 133, 197)

4 240 1.98 0.5000 fixed-point free group K1,1,−1

4 240 1.98 0.3614 PH LH1 = 16, LH2 = 15, x1 = 0.3614, k = (1, 2, 9, 18), r = (1, 11, 7, 2)
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4 256 2.00 0.2208 cyclic group u = (1, 25, 97, 107) Figure. 4

4 256 2.00 0.3320 H x1 = 0.4834, k = (1, 121, 79, 87) Figure. 4

4 289 2.04 0.3105 nongroup, LA = 17, u = (1, 3, 4, 11)

4 289 2.04 0.3287 H x1 = 0.4646, k = (1, 126, 12, 67)

5 32 1.00 0.4095 cyclic group u = (1, 5, 7, 9, 11)

5 32 1.00 0.5444 H x1 = 0.4500, k = (1, 11, 13, 15, 7)

6 3 0.26 0.8660 H x1 = 0.5000, k = (1, 1, 1, 1, 1, 1)

6 4 0.33 0.8165 H x1 = 0.6667, k = (1, 2, 1, 2, 1, 2)

6 5 0.39 0.7906 H x1 = 0.5000, k = (1, 2, 1, 2, 1, 2)

6 64 1.00 0.3792 cyclic group u = (1, 7, 15, 23, 25, 31)

6 64 1.00 0.5185 H x1 = 0.4549 k = (1, 19, 3, 57, 23, 31)
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