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**Abstract**

Habitat suitability models have been used in a variety of fields, including conservation, and are considered a powerful tool to model the potential niche of species. Presence-only models have been particularly useful to define suitable habitat for rare species at a landscape scale. In Canada, the *Species at Risk Act* not only protects species at risk, but also their residences and critical habitats. It is thus necessary to identify which geographic areas species at risk depend on and which habitats can be considered suitable. In this study, we identify areas of high suitability for the eastern hog-nosed snake, *Heterodon platirhinos*, in Ontario, Canada. We employ three models - Maxent, Boosted Regression Trees, and the Genetic Algorithm for Rule Set Production (GARP) - to model the current distribution of the species. Because the eastern hog-nosed snake is a diet specialist, we also assess the importance of biotic interactions in habitat suitability models by including variables representing prey availability. The best models were combined using a consensus approach and categorical maps showing 4 conservation scenarios were built. Maxent and Boosted Regression Trees performed better than GARP. While forest density is positively related to habitat suitability, cropland density limits the distribution of this snake. Climate also played an important role in shaping the distribution of this species. Biotic variables allowed better interpretation of the predictions made by the models by reflecting spatial bias in sampling. We discuss how habitat suitability models can help delineate the critical habitat of species at risk and whether variables representing biotic interactions should be included.
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INTRODUCTION

Current rates of extinction are 10 to 1000 times what they were before human presence and are predicted to continue to rise as the human population increases (Pimm et al. 1995; Butchert et al. 2010; Pereira et al. 2010). The primary factors causing extinctions are habitat loss and habitat fragmentation; for instance, an estimated one million square kilometers of rainforest are cut every 5 to 10 years (Pimm and Raven 2000). In Canada, most species at risk are found in the southern portions of the country where biodiversity is the richest, but where human activity is also the highest (Kerr and Cihlar 2004). In response to the biodiversity crisis, many governments have enacted legislations to regulate anthropogenic activity in relation to species at risk. For instance, in Canada, the Species at Risk Act proclaimed in 2003 protects species at risk on federal lands (SARA 2002); both the residence (an area that is occupied by one or more individuals during all or part of their life cycle) and the critical habitat (habitat that is necessary for the survival or recovery of a wildlife species) of species at risk are protected. According to the Act, critical habitat should be defined “to the extent possible” (S.C. 2002, c.29, s.33, 41, 58, 61). Sufficient information on the habitat requirements of species at risk is required to enforce habitat-related legislation. In Ontario, the Endangered Species Act of 2007 is an equivalent piece of legislation that aims at protecting both threatened and endangered species as well as their habitat on provincial lands (ESA 2007).

The eastern hog-nosed snake is found in the USA and Canada, and is known for its large home range (51.7 ha on average, Lagory et al. 2009). In Canada, its distribution is limited to 2 populations in southern Ontario: one near Long Point and the other around Georgian Bay (Seburn 2009). Both of these regions are heavily impacted by human activity. In southern Ontario, the proximity to the Great Lakes, the long growing season, and the fertile soil have resulted in intensive agricultural activity. Many cities have also expanded, resulting in major habitat loss and fragmentation. Georgian Bay, on the other hand, is a popular destination for recreational activities. Due to increasing development in southern Ontario, the species has been losing its habitat at an alarming rate and is now considered threatened by the Committee on the Status of Endangered Wildlife in Canada (COSEWIC) and The Committee on the Status of Species at Risk in Ontario (COSSARO). Eastern hog-nosed snakes are also known for their extensive movements, making the species particularly susceptible to road mortality (Rouse et al. 2011; Robson and Blouin-Demers 2013). Although other studies have looked at habitat selection of this species at the scale of its home range (Plummer and Mills 2000; Lagory et al. 2009; Rouse et al. 2011; Robson and Blouin-Demers 2013), it is crucial to determine the habitat requirements at the scale of the province to identify areas that should be protected for its long-term survival.

Geographic information systems (GIS) have been used to study habitat selection at various scales (e.g., Row and Blouin-Demers 2006). High-resolution spatial environmental data coupled with species occurrence records found in atlases render possible the study of habitat associations at large spatial scales at low cost (e.g., Millar and Blouin-Demers 2012). Although species occurrences kept by museums and governmental databases present a number of limitations, including taxonomic and spatial biases, they are sometimes the best we have (Newbold 2010). Atlases containing occurrences that cover many decades may also be the only source of information used to report changes in species distribution. The increasing availability of spatial data has encouraged the development of new habitat modelling approaches (Elith et al. 2006; Guisan et al. 2006). Habitat suitability models (HSMs) relate species occurrences to an array of environmental parameters based on statistical algorithms (Guisan and Zimmermann 2000). Although some HSMs require both presence and absence data, presence-only HSMs characterizing habitat availability using pseudo-absences are effective for modelling species distributions (Elith et al. 2006). HSMs have been successfully used to find unknown populations (Araujo and Williams 2000), to predict the effect of climate change and habitat loss on biodiversity (Hu and Jiang 2010), and to assess the potential risk of invasive species (Pyron et al. 2008). With respect to species at risk, these models are a powerful tool that can help determine where habitat suitability is the highest (Hu and Jiang 2010). HSMs have been used extensively to study endangered and rare species (Cianfrani et al. 2010; Marino et al. 2011; Mbatude et al. 2012), but few studies integrate these models with conservation legislation. Could HSMs help delineate critical habitat of species at risk as mandated by legislations such as the Species at Risk Act of Canada and the Endangered Species Act of Ontario? Our first objective is to use HSMs to delineate areas of high habitat suitability for the eastern hog-nosed snake, Heterodon platirhinos, in Ontario, Canada, and to identify the factors responsible for the current distribution of this species. We also propose 3 thresholds that may be used for conservation applications, and produce maps that highlight the areas that are the most important for the species.

One important limitation of HSMs that was identified more than a decade ago (Guisan and Zimmermann 2000), but that has yet to be investigated in depth, is the omission of biotic interactions. One of the reasons biotic variables are often omitted from HSMs is that, with the exception of satellite imagery, appropriate and reliable biological data are rarely available. Biological data, such as species occurrences, collected according to an established sampling design, are not readily available for most taxa. Many variables contribute to shaping the distribution of species, including biotic and abiotic factors (Cunningham et al. 2009). The biotic variables most often used in habitat suitability models are land cover variables derived from satellite images, such as the density of agricultural areas or the
presence of hardwood forest (Lahoz-Monfort et al. 2010; Loiselle et al. 2010). Occurrences of other competing species have also been used (Santos et al. 2006; Cunningham et al. 2009). The few studies that have included biotic variables in HSMs suggest that realized distributions are indeed affected by biotic interactions (Heikkinen et al. 2007; Pellissier et al. 2010), even at larger spatial scales (Wisz et al. 2013). The eastern hog-nosed snake is well suited to study the effect of biotic interactions in HSMs because it has a specialized diet, feeding mostly on toads (Uhler et al. 1939; Edgren 1955; Platt 1969). Toads constitute between 40% (Uhler et al. 1939) and 75% (Surface 1906) of the diet of eastern hog-nosed snakes. Our second objective is to assess the role of biotic interactions in HSMs by including explanatory variables representing prey availability. We hypothesize that prey availability constrains the distribution of the eastern hog-nosed snake to some areas only, preventing it from occupying its entire potential distribution.

**METHODOLOGY**

**Species occurrences and explanatory variables**

All eastern hog-nosed occurrences were retrieved from the Natural Heritage Information Centre of Ontario (Oldham and Austen 1998) and 2 studies conducted in Ontario (Cunnington et al. 2005; Robson Blouin-Demers 2013). To reduce spatial autocorrelation and overrepresentation of highly sampled regions, only a subset of presences separated by at least 1 km were identified and retained, using Focus Tool (Holland et al. 2004). The final dataset consisted of 126 presences (between 1990 and 2011) with an accuracy ≤100 m. The variables used in the models can be grouped in 5 categories: topographical, geological, climatic, land cover, and anthropogenic variables, as well as biotic variables (Table 1). The only categorical variable was GEOG, representing the surficial geology of Ontario, and it was used to calculate sand

<table>
<thead>
<tr>
<th>Type</th>
<th>Code</th>
<th>Description and units</th>
<th>Data resolution</th>
<th>Source of original data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topographical</td>
<td>ALTI</td>
<td>Elevation (m)</td>
<td>10-20 m</td>
<td>(OMNR 2005)</td>
</tr>
<tr>
<td></td>
<td>SLOP</td>
<td>Slope (°)</td>
<td>10-20 m</td>
<td>(OMNR 2005)</td>
</tr>
<tr>
<td></td>
<td>ASPE</td>
<td>Aspect (°)</td>
<td>10-20 m</td>
<td>(OMNR 2005)</td>
</tr>
<tr>
<td>Geological</td>
<td>GEOG</td>
<td>Surficial geology (8 categories)</td>
<td>n/a</td>
<td>(OGS 2010)</td>
</tr>
<tr>
<td></td>
<td>SAND</td>
<td>Sand density (%)</td>
<td>n/a</td>
<td>(OGS 2010)</td>
</tr>
<tr>
<td></td>
<td>PRBE</td>
<td>Precambrian bedrock density (%)</td>
<td>n/a</td>
<td>(OGS 2010)</td>
</tr>
<tr>
<td>Land Cover</td>
<td>ALVA</td>
<td>Alvar density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>ROCK</td>
<td>Bedrock density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>CROP</td>
<td>Cropland Density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>CUBU</td>
<td>Cuts and burns density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>FORE</td>
<td>Forest density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>MUDF</td>
<td>Mudflat density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>PAST</td>
<td>Pasture density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>SETT</td>
<td>Settlement density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>WATR</td>
<td>Water density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td></td>
<td>WETL</td>
<td>Wetland density (%)</td>
<td>25 m</td>
<td>(OMNR 1998)</td>
</tr>
<tr>
<td>Climatic</td>
<td>TMAX</td>
<td>Mean maximum temperature for the active season (°C*10)</td>
<td>1 km</td>
<td>(Hijmans et al. 2005)</td>
</tr>
<tr>
<td></td>
<td>PREC</td>
<td>Mean monthly precipitation for the active season (mm)</td>
<td>1 km</td>
<td>(Hijmans et al. 2005)</td>
</tr>
<tr>
<td></td>
<td>ISOT</td>
<td>Isothermality (%)</td>
<td>1 km</td>
<td>(Hijmans et al. 2005)</td>
</tr>
<tr>
<td>Anthropogenic</td>
<td>PEOP</td>
<td>Total population density (people/km²)</td>
<td>n/a</td>
<td>(Statistics Canada 2006)</td>
</tr>
<tr>
<td></td>
<td>ROAD</td>
<td>Total road density (kernel, m/km²)</td>
<td>n/a</td>
<td>(OMNR 2006)</td>
</tr>
<tr>
<td>Biological</td>
<td>T1990</td>
<td>Toad occurrences since 1990</td>
<td>n/a</td>
<td>(Oldham and Weller 2000; Nature 2011)</td>
</tr>
<tr>
<td></td>
<td>CALL</td>
<td>Toad calls since 1995</td>
<td>n/a</td>
<td>(Bird Studies Canada 2008)</td>
</tr>
<tr>
<td></td>
<td>S1990</td>
<td>Snake occurrences since 1990</td>
<td>n/a</td>
<td>(Ontario Nature 2011)</td>
</tr>
</tbody>
</table>

- SAND and PRBE were only used with GARP models because it does not handle categorical variables.
density (SAND) and Precambrian bedrock density (PRBE). To build a variable representing human population density (PEOP), the number of people found in each dissemination area (areas occupied by 400 to 700 individuals) of the 2006 Canadian Census was divided by its area in km² (Statistics Canada 2006). All climatic variables were retrieved from the WorldClim database (Hijmans et al. 2005). For the maximum temperature and the mean monthly precipitation for the active season, the values for the 6 months of active season were averaged (April - September). None of these variables were highly correlated (all \(|r| < 0.8\), mean \(|r| = 0.08\)). In Canada, the eastern hog-nosed snake consumes both American toads, *Anaxyrus americanus*, and Fowler’s toads, *Anaxyrus fowleri* (Platt 1969). Occurrences of these 2 species were used to build a categorical variable representing the incidence of prey; 1 = presence, 0 = absence (Table 1). Data from toad call surveys were used to build a continuous variable representing relative toad abundance. For that variable, the number on each pixel represented the number of toads calling; a full chorus was assigned the number 25.

Finally, a control variable was built with the occurrences of 4 snake species: northern watersnake (*Nerodia sipedon*), smooth greensnake (*Ophisaurus vernalis*), Dekay’s brownsnake (*Storeria dekayi*), and eastern garter snake (*Thamnophis sirtalis*) (Ontario Nature 2011) (Table 1). This variable was used to assess sampling bias: models should not respond to the presence of other snake species in the same way they respond to prey availability (toads). If this snake occurrence variable increases the predictive power of the models, it would suggest that areas sampled for eastern hog-nosed snakes were also sampled for other snake species.

**Models employed**

Three machine learning algorithms with high predictive power were employed to predict the distribution of the eastern hog-nosed snake: Maxent, Boosted Regression Trees (BRTs), and the Genetic Algorithm for Rule-set Production (GARP). Maxent and BRTs were shown to be amongst the most accurate HSMs in an extensive study comparing 16 models for 226 species in 6 regions of the World (Elith et al. 2006). GARP was developed more than 10 years ago (Stockwell and Peters 1999), is still used today (e.g., Vega et al. 2010), and is capable of making good predictions in broad unsampled regions (Terribile et al. 2010).

Maxent relies on the principle of maximum entropy and "estimates a target probability distribution by finding the probability distribution of maximum entropy (i.e., that is most spread out, or closest to uniform), subject to a set of constraints that represent our incomplete information about the target distribution" (Phillips et al. 2006). In other words, the algorithm assigns the highest probability possible to each pixel in the area of study (the sum of which must equal one) based on the species’ occurrences and the explanatory variables employed. The version 3.3.3e of the Maxent software was used with default settings because they were found to give good results with various datasets (Phillips and Dudik 2008). Each model was built using 10 random replicates always setting aside 25% of the occurrences and pseudo-absences for validation. All maps produced with Maxent are in logistic format, with probabilities of suitability ranging between 0 and 1, and can be interpreted as an estimate of the probability of presence (Phillips et al. 2006).

Boosted Regression Trees combine the strengths of classification trees (also known as regression trees) and boosting to build a final model in a forward stage-wise fashion (Elith et al. 2008). In the context of habitat suitability models, classification trees are intuitive, easy to visualize, and can model complex interactions. As for boosting, it combines a number of simple trees together and aims at increasing the accuracy of a final model by finding an average of rough rules (Elith et al. 2008). All BRT models were fitted in R version 2.12.0 (R Development Core Team 2011) using both the gbm package (Ridgeway 2010) and other codes for R specific to BRTs (Elith et al. 2008). All models were built with a tree complexity of 5, a bag fraction of 0.5, and the fastest learning rate (\(\eta\)) that reached a minimum of 1000 trees. These settings were chosen based on both our sample size and past studies (Elith et al. 2008; Young et al. 2011; Millar et al. 2012).

The Genetic Algorithm for Rule Set Production (GARP) is a machine-learning method that builds a set of rules in an iterative process (evaluation, testing, and incorporation or rejection rules) to predict a species’ distribution. It uses envelope (e.g., if temperature is between 23 and 29ºC = present), atomic (e.g., if geology is sand = present), and logistic regression rules (regression equation where the output is a probability) in a progressive approach (Stockwell and Peters 1999). All GARP models were implemented in openModeller (Muñoz et al. 2011) following a procedure that allows identifying a subset of runs that performed the best (Anderson et al. 2003). All models were built using 100 runs, a convergence limit of 0.01, and a maximum number of iterations of 999. Out of the initial 100 runs, only the 10 best models were kept: the 20% of models with the least omissions from which 50% with a commission rate closest to the median were kept. Because GARP does not perform well with categorical variables (Elith and Leathwick 2009), the variable representing surficial geology (GEOG) was substituted with sand density (SAND) and Precambrian bedrock density (PRBE) in all GARP models (Table 1).

**Modelling approach**

A first series of models was built employing all 3 algorithms, without considering biotic interactions; 75% of the occurrences were used to build the models, and 25%, chosen randomly, to validate them. All models were built at 3 resolutions (1 km, 750 m, and 500 m), but results are only presented at a resolution of 1 km because all models achieved similar performance and gave qualitatively similar results (Thomasson 2012). The study area extended 1 km in all directions beyond the historical distribution.
of the eastern hog-nosed snake in Ontario (all occurrences ever reported to the government). This area excludes all of the Great Lakes. Considering the number of snake sightings available, there were too many variables (up to 20) to build full models. To reduce their number, the variables that contributed the least to the models were omitted. A technique similar to backward stepwise selection was employed aiming at optimizing the Area Under the Curve (AUC) (Doetsch et al. 2009). Taking out the variables with the lowest contributions, the models were pruned until the highest AUCs were reached. Similar variable reduction approaches have been used in various fields including medicine (Wang et al. 2007, Abeel et al. 2010) and ecology (Millar and Blouin-Demers 2012).

In addition, 10,000 pseudo-absences were generated randomly in the area of study to run all models. Again, 75% of these points were used to build the models and 25% to validate them. For a better comparison of the algorithms, the same subsets were always used to build and validate models across algorithms. To reduce the uncertainty associated with each algorithm, the predictions given by the best models were combined using a consensus method proposed by Marmion et al. (2009): the arithmetic mean of the matrices produced by the models. The model could therefore be composed of 1, 2 or 3 algorithms depending on their individual scores. This approach was chosen because HSMs are difficult to evaluate and their performances are influenced by a number of factors including the resolution (Guisan et al. 2007), the sample size (Wisz et al. 2008), the sampling design (Dennis et al. 1999), and the prevalence of the species (Hernandez et al. 2006).

A second series of models was built to assess the role of biotic interactions in habitat suitability models. These models were built by adding the biotic variables to the pruned Maxent model one at a time. Three additional models predicting the distribution of the eastern hog-nosed snake were built: 1 with recent toad occurrences (T1990), 1 with toad calls (CALL), and the last with snake occurrences ($1990). The modelling approach was the same as the one used to build the first series of models.

Variable contributions and response curves

To assess the relationship between each variable and the distribution of the species, partial dependence plots were constructed for the models that were retained and the contributions of the variables were determined. With Maxent, the contribution of each variable was determined by looking at the increase in gain of the model when modifying the coefficient of a single feature (Phillips et al. 2006). This increase in gain is then assigned to the environmental variable(s) that the feature depends upon. At the end of the training process, these increases in gain are converted to percentages. With BRTs, the contributions of the variables are calculated by looking at the number of times the variables are selected, weighted by the improvement of the model at each split (Elith et al. 2008). The contribution of a variable is then estimated by calculating its average importance in all trees. Finally, with GARP, jacknife analyses were performed to estimate the accuracy of the predictions made by the model when a single variable is removed (Muñoz et al. 2011).

Validation

Although many studies only use Receiver Operating Characteristics (ROC) analyses to validate habitat suitability models, this technique has been criticized (Lobo et al. 2008; Peterson et al. 2008). For example, ROC ignores the goodness-of-fit of the predictions and treats omission and commission errors equally (Lobo et al. 2008). To better assess the performance of our models and to avoid relying strictly on ROC analyses, we used several validation techniques, including novel threshold-dependent metrics. Both sensitivity (the proportion of correctly classified presences) and specificity (the proportion of correctly classified absences) are presented. A sensitivity and specificity of 1 could be interpreted as the perfect prediction of the test dataset. Cohen’s Kappa (Cohen 1960) and true skill statistic (TSS) (Allouche et al. 2006) were also calculated, both correcting the overall accuracy of model predictions by the accuracy expected to occur by chance. TSS is independent of prevalence (how common the species is in the area of study), uses both commission and omission errors, and was shown to be a good method to evaluate HSMs (Allouche et al. 2006). For both of these metrics, +1 indicates perfect agreement between the model and the test dataset, <1 to >0 better than random, and 0 to -1 no better than random. For all threshold dependent metrics, the probabilities of occurrence were converted to presences and absences using the threshold that maximized the sum of the specificity and sensitivity. This threshold selection method was shown to perform well with presence only data (Liu et al. 2005, 2013), and is suitable for this study considering the goal to predict where current suitable habitats are located. With respect to attributing ordinal scores to models, the receiver operating characteristic (ROC) analysis (Fielding and Bell 1997) is an effective technique used in the majority of studies evaluating HSMs. It looks at the ability of a model to differentiate between true positives and false positives. The area under the ROC curve (AUC) must be determined and should range from 0 to 1. The scores can be interpreted as follows: 0.5–0.6, insufficient; 0.6–0.7, poor; 0.7–0.8, average; 0.8–0.9, good and 0.9–1, excellent (Araújo and Guisan 2006). Here 2 AUC values are presented, one which was calculated with the software of each model (Internal AUC) and the other calculated independently in R (External AUC). This second AUC value was calculated the same way for all algorithms, always treating the same pseudo absences as true absences. Because the species studied here is rare and because most pseudo-absences are most likely true absences, the AUC is an appropriate measure of performance for this study. Finally, a metric called the minimal predicted area (MPA) was calculated for all models (Engler et al. 2004). To calculate the MPA, continuous maps are converted to binary maps by applying the minimum threshold required to
consider 90% of the species occurrences as present. The MPA is the proportion of the map considered as presences and a low score suggests a low level of commission error. According to the principle of parsimony, a good model should predict an area as small as possible while comprising a maximum number of occurrences and minimizing model overfit (Engler et al. 2004). All validation metrics were calculated using each model’s software and a package called PresenceAbsence (Freeman and Moisen 2008) in R version 2.12.0 (R Development Core Team 2011). The MPA was calculated using ArcGIS 10.0.

**Delineating critical habitat for the eastern hog-nosed snake**

Most habitat suitability models produce maps showing continuous probabilities of occurrence ranging between 0 and 1, which can then be converted to a presence or an absence using a threshold (Liu et al. 2005). The question remains: at what probability can a pixel be considered as critical habitat? This depends on the prevalence of the species, the algorithm used, and the quality of the data. More importantly, however, the critical habitat should be delineated based on expert knowledge and through consultations with expert practitioners, but suitable habitat identified via HSMs would be very valuable to inform such discussions. One way, among others, to address this question is to consider all probabilities of presence above a certain threshold as critical for a given model. Although they might not always be critical, these areas are highly suitable for the species and worthy of conservation efforts. For example, this threshold could be the one used to calculate the MPA (Engler et al. 2004; Rupprecht et al. 2011). The area comprised in the MPA not only includes most known occurrences, but areas of high suitability. Such a threshold is not subjective, as it depends on the occurrences available. In addition to the threshold used to calculate the MPA, we propose 2 additional examples of thresholds to delineate critical habitat: one allowing the predictions of 50% of the occurrences and the other 70%. Maps produced with these thresholds therefore show 4 suitability categories: excellent (i.e., the range of suitability that captures 50% of presences in the best habitat), good (i.e., the range of suitability that captures 20% of presences in good habitat), moderate (i.e., the range of suitability that captures 20% of presences occupying the next good habitat), and poor (i.e., the range of suitability that captures 10% of presences occupying the poorest habitat). The main advantage behind these thresholds is that they are determined only with the information that is known: occurrences. They are also more accurate than arbitrary threshold values because they are calculated according to probability distributions (Rupprecht et al. 2011). Finally, they are easy to visualize, indicating the proportion of the species’ distribution considered for conservation.

**RESULTS**

**Performance of the HSMs built without biotic variables**

Maxent and BRTs performed better than GARP in most models. Maxent and BRTs had higher AUCs, specificities, sensitivities and TSSs, and lower MPAs (Table 2). For this reason, consensus models were built using only Maxent and BRTs (Figure 1). For most models, the differences in performance between Maxent and BRTs were small making it impossible to say which algorithm made the best predictions under these conditions. Maxent usually required fewer variables (on average 9) than BRTs (on average 14) to perform well and achieve high AUCs. Maxent, BRTs and the consensus models always performed well with AUCs ranging between 0.89 and 0.93. With values always above 0, the Kappa statistics and TSS both indicate that all models performed better than what could be expected by chance (Table 2). The models that had the highest Kappa statistics were BRTs with a value of 0.13. It is important to note that the predicted proportion of highly suitable areas varied a lot from one algorithm to another and that the threshold that maximized the sum of specificity and sensitivity was highly dependent on the algorithm. BRT models had a low MPA which reduced chances of having false presences (Figure 2). Accordingly, maps produced by this algorithm had few areas of high suitability. GARP does the opposite, having high MPAs and assigning high probabilities to most of the area of study. Maxent had fewer areas of high suitability than GARP, but more than BRTs (Figure 2). All models predicted fewer areas of high suitability in the south of the province near Long Point. The area where habitat suitability remains high for the eastern hog-nosed snake is the region of Georgian Bay where the northern population is located. Finally, a consensus habitat suitability map presenting 4 conservation scenarios was built by applying the 3 thresholds

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of variables</th>
<th>Internal AUC</th>
<th>External AUC</th>
<th>Threshold</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Kappa</th>
<th>TSS</th>
<th>MPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maxent</td>
<td>9</td>
<td>0.896</td>
<td>0.93</td>
<td>0.192</td>
<td>0.94</td>
<td>0.84</td>
<td>0.1</td>
<td>0.77</td>
<td>0.16</td>
</tr>
<tr>
<td>BRT</td>
<td>14</td>
<td>0.934</td>
<td>0.93</td>
<td>0.01</td>
<td>0.91</td>
<td>0.87</td>
<td>0.13</td>
<td>0.78</td>
<td>0.052</td>
</tr>
<tr>
<td>GARP</td>
<td>9</td>
<td>0.88</td>
<td>0.88</td>
<td>0.649</td>
<td>0.84</td>
<td>0.78</td>
<td>0.068</td>
<td>0.62</td>
<td>0.443</td>
</tr>
<tr>
<td>Consensus</td>
<td>n/a</td>
<td>n/a</td>
<td>0.93</td>
<td>0.104</td>
<td>0.94</td>
<td>0.83</td>
<td>0.11</td>
<td>0.77</td>
<td>0.144</td>
</tr>
</tbody>
</table>

*The threshold employed to calculate threshold dependent metrics maximized the sum of sensitivity and specificity.*
Contributions of variables in HSMs built without biotic variables

The contribution of each variable in the models varied from one algorithm to another, but usually remained similar between resolutions (Thomasson 2012). We only present the contributions of the variables for Maxent and BRT models because these were the algorithms used to build the consensus model (Figure 4). In order of importance, the 5 variables with the highest contributions in the Maxent model predicting the current distribution of the eastern hog-nosed snake were: cropland density (20.5%), isothermality (19.8%), mean maximum temperature during the active season (15.5%), surficial geology (14.4%), and forest density (9.8%). In the model produced with BRTs the best explanatory variables were forest density (15.6%), mean maximum temperature during the active season (11.0%), altitude (8.8%), road density (7.9%), and total population density (7.5%). The probability of suitability increases with increasing forest density and decreases as cropland density increases. The marginal response to road density is an increase in suitability until road density reaches ~15 m/km²; this is partially due to a sampling bias (Figure 5). Finally, these models show that eastern hog-nosed snake sightings were generally in forested areas, near roads, and where maximum summer temperatures are relatively high.

Inclusion of biotic variables in HSMs

Most changes in the metrics of performance were very small when biotic variables were added to our Maxent models (Table 3). Out of the 3 models built with an additional biotic variable, the only one that performed better than the original models was the one that included the variable representing snake occurrences (S1990). For that model, the internal AUC increased by 0.001 and the MPA decreased by ~ 0.01%. The 2 models built with toad variables (T1990 and CALL) performed more poorly as their internal AUCs, Kappas, and TSSs decreased and their MPAs increased. Biotic variables added to the models were therefore inadequate to help better predict habitat suitability for the eastern hog-nosed snake. The contributions of the biotic variables in the models were variable. In the model built with an additional variable representing snake occurrences, the variable S1990 was the variable with the highest contribution (19%). In the 2 other models including an extra biotic variable, the contributions of T1990 and CALL were low (3.5% and 0.1%, respectively). This shows that a biotic variable representing the distribution of other snake species contributes more to models predicting the distribution of the Eastern hog-nosed snake than variables representing prey availability (toad distribution and toad relative abundance). The biotic variables increased the probability of occurrence of the Eastern hog-nosed snake in models where they had significant contribution.
Figure 2. Habitat suitability map for the eastern hog-nosed snake in Ontario using the algorithms Maxent (A), BRT (B), and GARP (C) at a resolution of 1 km.
Figure 3. Categorical habitat suitability map, at a resolution of 1 km, for the eastern hog-nosed snake in Ontario. Excellent (i.e., the range of suitability that captures 50% of presences occupying the best habitat), good (i.e., the range of suitability that captures 20% of presences occupying good habitat), moderate (i.e., the range of suitability that captures 20% of presences occupying the next good habitat), and poor (i.e., the range of suitability that captures 10% of presences occupying the poorest habitat).

Figure 4. Contributions (%) of the 5 most influential variables in habitat suitability models built to estimate the distribution of the eastern hog-nosed snake (without biotic variables). See Table 1 for explanations regarding the nature of the variables stated above.
Figure 5. (Left) Marginal response curves ± SD for the 5 most influential variables, in the models built with Maxent, estimating the distribution of the eastern hog-nosed snake. The curves show how the logistic prediction varies when one variable is gradually changed while all others are kept at their average value. (Right) Partial dependence plots for the 5 most influential variables, in the models built with BRTs, estimating the current distribution of the eastern hog-nosed snake. These curves show the influence of each variable on predicted probability of suitability after accounting for the average effects of all other variables in the model. See Table 1 for explanations regarding the nature of the variables stated above.
DISCUSSION

Performance of the models and their application to conservation

According to all validation metrics employed, habitat suitability models built with Maxent and BRTs outperformed GARP, which is consistent with some studies (Elith et al. 2006) but not with others (Terribile et al. 2010). Most studies employing HSMs only use the AUC, a metric that has been heavily criticized (Lobo et al. 2008; Peterson et al. 2008). In a recent study comparing Maxent and GARP, both algorithms achieved similar AUCs, but the former avoided commission errors while the latter avoided omission errors (Peterson et al. 2007). That same study indicated that GARP can perform better than Maxent in making predictions in unsampled regions, a characteristic that we did not assess in this study. While GARP may be more transferable, Maxent is good at reconstructing a species’ distribution in specific regions (Peterson et al. 2007). For the purpose of our study, the main disadvantage of GARP was that it predicted high probabilities in most of the area of study, making these maps less useful for prioritization of conservation efforts. We also favoured Maxent because it retains its high predictive power even when the sample size is small (Peterson et al. 2007), a good quality when dealing with rare species. Finally, there has been few studies comparing BRTs to other HSMs (e.g., Elith and Graham 2009); not enough to assess how well it performs. Future studies should aim at comparing the performance of HSMs using metrics of validation other than ROC analyses. Because HSMs are difficult to evaluate, validation should always be done with several techniques and models that are judged equivalent should be combined using a consensus approach (Marmion et al. 2009). When evaluating HSMs, some assumptions should also be carefully taken into consideration when interpreting results and making recommendations. For example, in this study, true absences were not available; they were substituted with pseudo-absences chosen randomly in the area of study. This means that false absences calculated to evaluate the models may include unreported presences and affect some of the metrics employed during evaluation. Also, some of the metrics used to evaluate the models may be high due to model overfitting, which is not assessed in this present study.

Finally, the categorical habitat map (Figure 3) produced by applying 3 thresholds to the continuous habitat suitability map renders possible the application of HSMs in conservation biology. The area included in “excellent” not only comprises 50% of all eastern hog-nosed snake occurrences, but also the most suitable habitat for the species. Considering limitations in funding when protecting species at risk, the categorical habitat map proposed in this study may help conservation authorities better prioritize conservation initiatives (e.g., start by looking at what actions can be taken for land falling under “excellent”). Not only are categorical habitat maps easier to use, but they avoid difficulties related to interpretation. A similar approach could be employed to help inform the process of defining critical habitat.

The importance of carefully choosing the explanatory variables

The number of variables required by HSMs to make good predictions depended on the algorithm. Maxent models required fewer variables to achieve high AUC values than BRTs and GARP. Although eliminating variables by optimizing AUC values is seldom done in the context of HSMs, similar results have been found in the past (Millar and Blouin-Demers 2012). Several studies discuss how explanatory variables should be chosen to increase the performance and generality of HSMs (Guisan and Zimmermann 2000; Austin 2007), but only a few have attempted to better understand how the number of variables employed affect the performance of HSMs. Yet, some HSMs can easily overfit their training datasets (Randin et al. 2006). It would be informative to use the BRT models produced in this study on separate datasets to test their cross-validation abilities. A recursive feature elimination approach similar to what we used in this study can help identify which explanatory variables should be used for modelling. The use of categorical variables in HSMs is problematic when comparing one algorithm to another. While most HSMs allow using categorical variables, except GARP (Elith and Graham 2009), our results suggest that Maxent and BRTs differ significantly in the way they use the geological categorical variable. We believe Maxent may be able to process categorical variables successfully because the

Table 3. Changes in the metrics of performance for Maxent models including an additional biotic variable while predicting the distribution of the eastern hog-nosed snake in Ontario

<table>
<thead>
<tr>
<th>Add. Variable</th>
<th>Δ Internal AUC</th>
<th>Δ External AUC</th>
<th>Threshold</th>
<th>Δ Sensitivity</th>
<th>Δ Specificity</th>
<th>Δ Kappa</th>
<th>Δ TSS</th>
<th>Δ MPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1990</td>
<td>-0.004</td>
<td>0</td>
<td>0.161</td>
<td>0.03</td>
<td>-0.04</td>
<td>-0.015</td>
<td>-0.01</td>
<td>0.007</td>
</tr>
<tr>
<td>CALL</td>
<td>-0.01</td>
<td>0</td>
<td>0.165</td>
<td>0.03</td>
<td>-0.03</td>
<td>-0.012</td>
<td>0</td>
<td>-0.001</td>
</tr>
<tr>
<td>S1990</td>
<td>0.001</td>
<td>0</td>
<td>0.195</td>
<td>0</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>-0.009</td>
</tr>
</tbody>
</table>
contribution of this geological variable was high in Maxent models. It is unclear whether BRTs used this variable as effectively because its contribution was minimal in BRT models. We suggest using categorical variables only when absolutely needed, and limiting the number of classes as much as possible.

Incorporating biotic variables in habitat suitability models

When biotic variables were added to the HSMs, only small changes were observed in the metrics of performance (Table 3). Several reasons may explain this finding. First, toads are found almost everywhere in southern Ontario, which could indicate that their presence is not a factor limiting the distribution of the eastern hog-nosed snake. It is probably not necessary to incorporate weak biotic interactions in HSMs, as was the case for *Krameria* plants and *Centris* bees (Giannini et al. 2013). Because toads are so widespread, we also used toad calls (CALL) as a measure of toad relative abundance. When toad abundance was added to the models, differences in performance scores were still low and the contributions of that variable in the models were also low. It remains unclear whether toad abundance constrains the distribution of the eastern hog-nosed snake. Our toad abundance variable may have been too coarse. We used data from the Marsh Monitoring Program (Bird Studies Canada 2008) to derive toad abundance. With the exception of data derived from satellite imagery, biotic variables (such as species occurrences) suffer from many shortfalls, including unequal spatial sampling and lack of a robust sampling design. Obtaining reliable data to study biotic interactions at a landscape scale will be challenging. This is probably the main hindrance to using biotic variables to build HSMs.

It is surprising that although the biotic variables did not seem to help the models make better predictions, the variable representing snakes occurrences had high contributions in the models. The directions of the response curves are very informative because an increase in both the toad and snake variables increased the probability of occurrence of the eastern hog-nosed snake. Snake occurrences were better at predicting the presence of eastern hog-nosed snakes than toad occurrences (Thomasson 2012). This was expected with toads, but not with snakes. Similar results were found in a study in which information on unrelated species was included in HSMs (Giannini et al. 2013). Perhaps the variable S1990 was one of the variables with the highest contribution because it represents sampling effort. Areas sampled for other snake species are probably more likely to have been sampled for eastern hog-nosed snakes. This would suggest a correlated bias in sampling effort (Newbold 2010). Unless species occurrences are collected following a sampling design specific to the needs of a given study, sampling biases will often limit the predictive capabilities of HSMs (Dennis and Thomas 2000). Due to various limitations such as funding and time, this is rarely taken into consideration in HSMs. Another reason why S1990 contributed highly to HSMs predicting the distribution of eastern hog-nosed snake could be that it reflects some of the conditions that are generally good for snakes at a coarse resolution, such as forest cover and warm temperatures.

Conservation implications for the eastern hog-nosed snake

Eastern hog-nosed snakes in southern Ontario were often on sand while individuals found near Georgian Bay were on Precambrian bedrock, or selected sand at a finer spatial scale (Thomasson 2012). Similar results were obtained in other parts of the species’ range at smaller spatial scales (Plummer et al. 2000; Lagory et al. 2009; Seburn 2009) and confirm that this species has a clear affinity for sandy areas. Previous studies have also shown that open environments, where temperatures are usually higher, are selected by the eastern hog-nosed snake at the scale of its home range (Lagory et al. 2009; Peet-Paré and Blouin-Demers 2012). Our results indicate that maximum temperature during the active season also seems to limit the distribution of this species (Figure 5). Considering the high contribution of the variable TMAX in the models, our result suggest that the species selects areas with higher temperatures even at the scale of its Canadian distribution. Temperature clearly plays a role in shaping the distribution of the species in Ontario. Being at the northern extreme of its distribution in Ontario, the eastern hog-nosed snake appears to be limited by colder temperatures.

Under a temperate climate, one important factor shaping the distribution of reptiles is winter conditions (Gregory 1984). We know that eastern hog-nosed snakes can hibernate in a variety of locations: they may take refuge in mammal burrows or dig their own hibernacula when there is loose soil (Plummer 2002). It is possible that eastern hog-nosed snakes can survive around Georgian Bay by hibernating in bedrock fissures that are deep enough to avoid frost. Alternatively, they may find refuge in isolated sand deposits. In southern Ontario, eastern hog-nosed snakes do not need to go as deep and can simply dig their own hibernacula in sand (Robson 2011). Clearly, habitats with sandy soils are important to conserve as this species is often found in association with these areas (Cunnington and Cepek 2005; Lagory et al. 2009; Lagory et al. 2009; Peet-Paré and Blouin-Demers 2011), particularly in southern Ontario (Thomasson 2012).

Eastern hog-nosed snakes were often near roads or in populated rural areas. The positive response curves of ROAD and PEOP could arise because occurrences used in this study were obtained opportunistically by the public, often near roads and small towns, and indicate once again a sampling bias. It is not possible to determine whether eastern hog-nosed snakes exhibit true affinity for roads with the present study. Road mortality is, however, a serious threat for eastern hog-nosed snakes (Rouse et al. 2011; Robson and Blouin-Demers 2013). Eastern hog-nosed snakes avoid paved roads within their home ranges, which may have an effect on population persistence (Robson and Blouin-Demers 2013). Another reason many eastern hog-nosed snake occurrences were documented near roads is because this species prefers open
areas and edges (Lagory et al. 2009; Peet-Paré and Blouin-Demers 2012).

Cropland density reduced habitat suitability in Maxent models (Figure 5), which could explain why habitat was scored less suitable in Long Point and Point Pelee, areas with intensive agriculture, despite historical presence of eastern hog-nosed snakes. Agriculture is known to be a driving cause of species endangerment in Canada, particularly in southern Ontario (Kerr and Cihlar 2004). Forest density, on the other hand, increased habitat suitability in agreement with the observation that most documented occurrences of eastern hog-nosed snakes were in forest. Cropland density and forest density were negatively correlated ($r = -0.71$). Thus, reduced forest availability limits habitat suitability for this species. While edges seem to be selected by eastern hog-nosed snakes at the scale of their home range, this study indicates that forested areas are required by the species at larger spatial scales.

The categorical map in Figure 3 could be used to help locate land that should be protected to conserve eastern hog-nosed snakes. Prioritizing land of high suitability (category: excellent) could be a starting point, but other important aspects should be considered. For instance, connectivity and parcel size will greatly influence the probability of population persistence and must be considered during the elaboration of conservation plans.

CONCLUSION

One goal of this study was to use habitat suitability models to illustrate how areas for protection can be identified, using the eastern hog-nosed snake as an example. We proposed 3 thresholds to identify areas most suitable for a species. The categorical habitat maps produced with these thresholds are tools that can be used by conservation agencies to prioritize conservation efforts. To identify areas for protection, we suggest developing HSMs predicting the distribution of the species, and then verifying the species presence in the most suitable areas targeted for protection. Similar hierarchical approaches have been used successfully in the past (Pearson et al. 2004; Anadón et al. 2007) and may offer an efficient strategy to use HSMs in conservation. Because the quality of the sampling design is known to influence the reliability of HSMs (Edwards et al. 2006), implementing strategic sampling for species at risk will improve our ability to predict their habitat requirements and allow developing more robust HSMs.
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