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1. Introduction. Given an integer n ≥ 2 and an arbitrary point u ∈ Rn

with linearly independent coordinates over Q, we know that there are in-
finitely many integer points x ∈ Zn for which
(1.1) |x · u| ≤ c1∥x∥−(n−1)

for a constant c1 > 0 that depends only on u. Here the dot represents the
usual scalar product in Rn, and the norm is the associated Euclidean norm
∥x∥ = (x · x)1/2. This is a result of Dirichlet [13, Chapter II, Corollary 1D],
and it is best possible in the sense that there are points u ∈ Rn with linearly
independent coordinates over Q which satisfy |x · u| ≥ c2∥x∥−(n−1) for any
non-zero x ∈ Zn, with another constant c2 > 0. The latter occurs for example
when the coordinates of u form a basis of a real number field of degree n
[13, Chapter II, Theorem 4A].

Of course, any point x ∈ Zn of large norm that satisfies (1.1) makes
a small angle with the maximal subspace u⊥ of Rn orthogonal to u. In
the present paper, we study how the right hand side of (1.1) has to be
modified when x is required to make a small angle with a fixed proper
non-zero subspace V of Rn. This line of research was initiated in 1976 by
W. M. Schmidt [12] and followed by several authors [16, 1, 6, 7, 2]. Our first
main result is the following statement, where dist(x, V ) denotes the sine of
the angle between a non-zero point x and a non-zero subspace V in Rn.

Theorem 1.1. Let m,n be integers with m ≥ 1 and n ≥ m+ 2, and let
V be a subspace of Rn of dimension m+ 1. Set

(1.2) ρ = ρm =
m+

√
m2 + 4m

2
.
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(1) For each point u of Rn whose coordinates are linearly independent over Q
and each pair of numbers δ, ϵ > 0, there exists a non-zero point x of Zn

with
(1.3) dist(x, V ) ≤ δ and |x · u| ≤ ϵ∥x∥−ρ.

(2) Conversely, let ψ : [1,∞) → (0,∞) be any unbounded non-decreasing
function and let δ = 1/max {4n, 24(n − m)}. There exists a point u
of Rn with linearly independent coordinates over Q such that at most
finitely many non-zero points x of Zn satisfy

(1.4) dist(x, V ) ≤ δ and |x · u| ≤ ψ(∥x∥)−1∥x∥−ρ.

For fixed u and δ as in part (1) of the theorem, we obtain infinitely many
non-zero points x ∈ Zn with dist(x, V ) ≤ δ and |x · u| ≤ ∥x∥−ρ by letting
ϵ tend to zero. On the other hand, if we choose ψ(t) = tη for some η > 0,
then part (2) provides u and δ for which only finitely many non-zero points
x ∈ Zn have dist(x, V ) ≤ δ and |x · u| ≤ ∥x∥−ρ−η. Thus the exponent ρ
in (1.3) is best possible. Since

(1.5) ρ−m =
ρ

ρ+ 1
∈ (0, 1),

we have m < ρ < m+1, and so ρ is strictly smaller than Dirichlet’s exponent
n− 1 in (1.1).

Corollary 1.2. The statement of Theorem 1.1 remains true if the con-
dition dist(x, V ) ≤ δ in (1.3) and in (1.4) is replaced by dist(x,W ) ≤ δ
where W = V ∩ u⊥.

In fact, as we will see, this provides an equivalent form of the theorem.
Note that, when V is defined over Q, we have V ̸⊆ u⊥ and so dim(W ) = m,
in the notation of the above corollary.

Theorem 1.1 extends results of several authors. In the case where m = 1
and
(1.6) V = {(x1, . . . , xn) ∈ Rn ; x2 = · · · = xn},
we will see that it admits the following consequence, where

γ = ρ1 = (1 +
√
5)/2 ≃ 1.618

denotes the golden ratio.

Corollary 1.3. Let n ≥ 3 be an integer. For each point u of Rn with
linearly independent coordinates over Q and for each ϵ > 0, there exists a
point x = (x1, . . . , xn) of Zn with
(1.7) x2, . . . , xn > 0 and |x · u| ≤ ϵ∥x∥−γ .

On the other hand, for each unbounded non-decreasing function ψ : [1,∞) →
(0,∞), there exists a point u of Rn with linearly independent coordinates
over Q for which at most finitely many points x = (x1, . . . , xn) of Zn satisfy
(1.8) x2, . . . , xn > 0 and |x · u| ≤ ψ(∥x∥)−1∥x∥−γ .
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For n = 3, the first part of the corollary is the original result of Schmidt
[12, Theorem 1] from 1976. Later, in [14, Section 5], Schmidt conjectured
that, in that case, one could replace γ in (1.7) by any number smaller than 2.
This was disproved in 2012 by Moshchevitin who showed, by an ingenious
construction in [6], that it cannot be replaced by a number larger than the
largest real root of x4−2x2−4x+1, which is approximately 1.947. Motivated
by this, the second author proved in [7, Corollary] that ρ = γ is best possible
in the wider context of Theorem 1.1, part (2), for m = 1 and n = 3. Earlier,
in [12, Remark (F)], Schmidt had observed that, for n ≥ 3, the exponent γ
cannot be replaced by a number larger than 2.

In the general case, we will see that the choice of

(1.9) V = {(x1, . . . , xn) ∈ Rn ; xm+2 = · · · = xn = 0}

yields the following statement.

Corollary 1.4. Let m,n be integers with 1 ≤ m ≤ n − 2 and let
ρ = ρm as in Theorem 1.1. For each point u of Rn with linearly independent
coordinates over Q and each choice of δ, ϵ > 0, there exists a non-zero point
x = (x1, . . . , xn) of Zn which satisfies the conditions

(1.10)
max {|xm+2|, . . . , |xn|} ≤ δmax {|x2|, . . . , |xn|},
|x · u| ≤ ϵ∥x∥−ρ.

On the other hand, for each unbounded non-decreasing function ψ : [1,∞) →
(0,∞), there exists a point u of Rn with linearly independent coordinates
over Q for which at most finitely many points x = (x1, . . . , xn) of Zn satisfy
the conditions

(1.11)
max {|x1|, . . . , |xm+1|} = max {|x1|, . . . , |xn|},
|x · u| ≤ ψ(∥x∥)−1∥x∥−ρ.

For n = m+ 2 and any m ≥ 1, the first part of the corollary was estab-
lished by Thurnheer in 1990 [16, Theorem 1(b)], along with other interesting
results. For n = 3 and m = 1, this result is equivalent to that of Schmidt
mentioned above. At the level of exponents, we deduce the following state-
ment.

Corollary 1.5. Let m,n be integers with 1 ≤ m ≤ n − 2. For each
point u of Rn with Q-linearly independent coordinates, let ρ(u) denote the
supremum of all ρ for which the inequality |x·u| ≤ ∥x∥−ρ has infinitely many
solutions x = (x1, . . . , xn) ∈ Zn with

(1.12) max {|xm+2|, . . . , |xn|} < max {|x2|, . . . , |xm+1|}.

Then ρ(u) ≥ ρm for all those u, and ρ(u) = ρm for uncountably many unit
vectors u among them.
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In [1, Theorem 1], Bugeaud and Kristensen showed that ρ(u) = n−1 for
almost all u with respect to the Lebesgue measure, and that each number
ρ ≥ m+1 is equal to ρ(u) for uncountably many u with first coordinate equal
to 1 (ρ(u) is a projective invariant). They further posed two problems about
the existence of points u with Q-linearly independent coordinates satisfying
ρ(u) < m + 1. Since ρm < m + 1, the above corollary shows that ρm is the
smallest such value, answering positively their first problem and negatively
the other.

The 2021 MSc thesis of the first author establishes Theorem 1.1 form = 1
and any n ≥ 3. Part (1) is proved as [2, Theorem 4.2.4], and part (2) as [2,
Theorem 4.3.1]. For the first part, it is reasonable that the exponent ρ = γ
which works for n = 3 also works for any n ≥ 3 as one expects more free-
dom in the choice of the integer points x. Indeed this is how part (1) is
proved there, by reduction to the case n = 3 due to Schmidt. However, it
is surprising that this exponent remains best possible, independently of n.
The construction that shows its optimality and proves part (2) of the the-
orem generalizes the construction elaborated in [7], and exhibits additional
features (see [2, Lemma 4.3.10]).

In Section 4, we prove part (1) of Theorem 1.1 for the general case n ≥
m+2 by reducing to Thurnheer’s result in the special case where n = m+2.
We also provide proofs of the four corollaries assuming that the full theorem
holds. In Section 7, we propose a simplification of the proof of Thurnheer
from [16] along the lines of [2, Chapter 5]. It involves a reasoning which is
reminiscent of the theory of continued fractions and remarkably similar to
that of Davenport and Schmidt in [4] although our goal is different. Moreover,
it allows us to treat at once the cases m = 1 and m ≥ 2 which were analyzed
separately by Thurnheer in [16]. Preliminaries on the projective distance are
gathered in Section 3.

To prove part (2) of the theorem in the general case, we introduce a
new construction in parametric geometry of numbers which involves angular
constraints. As this requires additional discussion, we describe it in the next
section.

2. Parametric geometry of numbers with angular constraints.
Fix an integer n ≥ 2. Parametric geometry of numbers, as developed in [15]
and [8], studies in logarithmic scale the successive minima of the parametric
families of compact symmetric convex subsets of Rn,

(2.1) Cu(Q) = {x ∈ Rn ; ∥x∥ ≤ 1 and |x · u| ≤ Q−1∥u∥} (Q ≥ 1),

attached to non-zero points u ∈ Rn (in the setting of [8]). Thus, its object
of study consists of the maps

Lu : [0,∞) → Rn, q 7→ (Lu,1(q), . . . , Lu,n(q)),
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where, for each j = 1, . . . , n and q ≥ 0, the number Lu,j(q) represents the
logarithm of the jth minimum of Cu(eq), namely the smallest real number L
for which eLCu(eq) contains at least j linearly independent points of Zn. The
main result of the theory asserts that, modulo bounded functions, the set
of these maps coincides with a simpler set of functions called n-systems (or
(n, 0)-systems) whose definition is purely combinatorial (see [8, Section 2.5]).
We can even use smaller sets of functions, the rigid n-systems of a given
mesh c > 0.

To recall their definition from [8, Section 1], let

∆n = {(x1, . . . , xn) ∈ Rn ; x1 ≤ · · · ≤ xn}
denote the set of n-tuples of real numbers in non-decreasing order and let
Φn : Rn → ∆n denote the continuous map which sends an n-tuple to its per-
mutation in∆n. The following definitions are adapted from [8, Definitions 1.1
and 1.2].

Definition 2.1. Let c > 0, and let s ∈ {∞, 1, 2, . . . }. A canvas with
mesh c and cardinality s in Rn is a triple consisting of a sequence (a(i))0≤i<s

of points in ∆n together with sequences (ki)0≤i<s and (ℓi)0≤i<s of integers
such that, for each index i with 0 ≤ i < s,

(C1) the coordinates (a(i)1 , . . . , a
(i)
n ) of a(i) form a strictly increasing sequence

of positive integer multiples of c,
(C2) we have 1 ≤ k0 < ℓ0 = n and 1 ≤ ki < ℓi ≤ n if i ≥ 1,
(C3) if i+ 1 < s, we further have ki ≤ ℓi+1, a

(i)
ℓi+1

+ c ≤ a
(i+1)
ℓi+1

and

(2.2) (a
(i+1)
1 , . . . , â

(i+1)
ℓi+1

, . . . , a(i+1)
n ) = (a

(i)
1 , . . . , â

(i)
ki
, . . . , a(i)n )

where the hat on a coordinate means that it is omitted.

The only difference with [8, Definition 1.1] is the strict inequality k0 < ℓ0
in condition (C2), which is better suited to our current purposes.

Condition (C3) means that, when i+ 1 < s, the point a(i+1) is obtained
from the preceding point a(i) by replacing one of its coordinates by a larger
multiple of c, different from its other coordinates, and then by reordering
the new n-tuple.

Definition 2.2. To each canvas of mesh c > 0 as in Definition 2.1, we
associate the function P : [q0,∞) → ∆n given by

P(q) = Φn(a
(i)
1 , . . . , â

(i)
ki
, . . . , a(i)n , a

(i)
ki

+ q − qi) (0 ≤ i < s, qi ≤ q < qi+1),

where qi = a
(i)
1 +· · ·+a(i)n (0 ≤ i < s) and qs = ∞ if s <∞. We say that such

a function is a rigid n-system with mesh c and that (qi)0≤i<s is its sequence
of switch numbers.
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Since a(i)ki
+qi+1−qi = a

(i+1)
ℓi+1

when i+1 < s, such a map P is continuous.
Moreover, upon writing P(q) = (P1(q), . . . , Pn(q)) for each q ≥ q0, we see
that

(S1) P1, . . . , Pn are continuous and piecewise linear on [q0,∞) with slopes 0
and 1;

(S2) 0 ≤ P1(q) ≤ · · · ≤ Pn(q) and P1(q) + · · ·+ Pn(q) = q for each q ≥ q0;
(S3) if, for some j ∈ {1, . . . , n−1}, the sum P1+ · · ·+Pj changes slope from

1 to 0 at a point q > q0, then Pj(q) = Pj+1(q).

Thus P is an (n, 0)-system in the sense of [8, Section 2.5]. The switch num-
bers qi with i > 0 may also be characterized as the points q > q0 at which
one of the sums P1 + · · ·+ Pj changes slope from 0 to 1. Then the smallest
such index j is ki. From a graphical point of view, it also follows from the
definition that, whenever 0 ≤ i < s, the union of the graphs of P1, . . . , Pn

over [qi, qi+1) consists of n−1 horizontal line segments and one line segment
of slope 1. When i ≥ 1, the condition ki < ℓi in (C2) means that the line
segment of slope 1 over [qi−1, qi] ends at (qi, a

(i)
ℓi
), above the starting point

(qi, a
(i)
ki
) of the line segment of slope 1 over [qi, qi+1).

Since the convex bodies Cu(q) depend only on the class of u in projective
space, we may restrict to unit vectors u. The main result [8, Theorem 1.3]
then reads as follows.

Theorem 2.3. Let c > 0. For each unit vector u of Rn, there exists a
rigid system P : [q0,∞) → ∆n with mesh c such that Lu −P is bounded on
[q0,∞). Conversely, for each rigid system P : [q0,∞) → ∆n with mesh c,
there exists a unit vector u in Rn such that Lu −P is bounded on [q0,∞).

Here, we propose a new and simpler construction of the unit vector u
which involves angular constraints and yields a simple self-contained proof
of the second part of Theorem 1.1. It assumes that the n-system P satisfies
some additional properties, but, even with this restriction, we will see that
it suffices for some important applications of the theory. To state our result,
we need some additional notation.

Definition 2.4. Let u ∈ Rn be a unit vector. The trajectory of a non-
zero integer point x ∈ Zn (relative to the family Cu(Q)) is the map Lu(x, ·)
from [0,∞) to R given by

(2.3) Lu(x, q) = max {log ∥x∥, q + log |x · u|} (q ≥ 0).

The trajectory of a linearly independent n-tuple x = (x1, . . . ,xn) of points
of Zn is the map Lu(x, ·) : [0,∞) → ∆n given, for each q ≥ 0, by

Lu(x, q) = (Lu,1(x, q), . . . , Lu,n(x, q)) := Φn(Lu(x1, q), . . . , Lu(xn, q)),
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so that the coordinates Lu,j(x, q) of Lu(x, q) are the numbers Lu(xj , q) writ-
ten in non-decreasing order.

Fix a number q ≥ 0. It follows from the formula (2.1) for Cu(Q) that, for
each non-zero x ∈ Zn, the number Lu(x, q) given by (2.3) is the smallest L
for which x ∈ eLCu(eq). Thus, we have Lu,1(q) ≤ Lu(x, q). More generally,
we deduce that

(2.4) Lu,j(q) ≤ Lu,j(x, q) for j = 1, . . . , n,

for each linearly independent n-tuple x of points of Zn. Since Cu(eq) is a
compact subset of Rn, we can even find such an x that realizes the n minima
of Cu(eq) in the sense that Lu(q) = Lu(x, q). Thus, in the componentwise
ordering on Rn defined by

(t1, . . . , tn) ≤ (t′1, . . . , t
′
n) ⇐⇒ t1 ≤ t′1, . . . , tn ≤ t′n,

the n-tuple Lu(q) is the minimum of Lu(x, q) over all possible choices of x.

Definition 2.5. Let P : [q0,∞) → ∆n be a rigid n-system with mesh c
as in Definition 2.2. Consider its associated canvas as in Definition 2.1, and
let (qi)0≤i<s denote its sequence of switch numbers. We say that a sequence
(x(i))0≤i<s of bases of Zn written x(i) = (x

(i)
1 , . . . ,x

(i)
n ) is coherent with P if,

for each i ≥ 0 with i+ 1 < s, we have

(1) (x
(i+1)
1 , . . . , x̂

(i+1)
ℓi+1

, . . . ,x
(i+1)
n ) = (x

(i)
1 , . . . , x̂

(i)
ki
, . . . ,x

(i)
n ),

(2) x
(i+1)
ℓi+1

∈ x
(i)
ki

+ ⟨x(i)
1 , . . . , x̂

(i)
ki
, . . . ,x

(i)
ℓi+1

⟩Z.

Note that, if x(i) is a basis of Zn for some i with 1 ≤ i+ 1 < s, then any
choice of vectors x(i+1)

1 , . . . ,x
(i+1)
n satisfying conditions (1) and (2) also form

a basis of Zn. So, provided that x(0) is a basis of Zn, all subsequent n-tuples
satisfying these conditions also form bases of Zn.

As for the terminology, we say that (x(i))0≤i<s is coherent with P be-
cause condition (1) in Definition 2.5 has the same form as condition (2.2)
in (C3). This proves very useful for induction purposes. Similarly, we have
the following notion of a coherent system of directions for P.

Definition 2.6. Let the notation be as in Definition 2.5, and let v =
(v1, . . . ,vn−1) be a linearly independent (n− 1)-tuple of unit vectors of Rn.
Set v(0) = (v1, . . . ,vn−1,vk0) and, for each integer i ≥ 0 with i + 1 < s,
define recursively v(i+1) = (v

(i+1)
1 , . . . ,v

(i+1)
n ) by the conditions

(1) (v
(i+1)
1 , . . . , v̂

(i+1)
ℓi+1

, . . . ,v
(i+1)
n ) = (v

(i)
1 , . . . , v̂

(i)
ki
, . . . ,v

(i)
n ),

(2) v
(i+1)
ℓi+1

= v
(i+1)
ki+1

.
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We say that (v(i))0≤i<s is the coherent sequence of directions for P attached
to v.

Note that the definition of v(0) uses the strict inequality k0 < ℓ0 = n
in condition (C2). Moreover, relations (1) and (2) uniquely determine v(i+1)

in terms of v(i) for i ≥ 0, because ki+1 < ℓi+1 by condition (C2). Thus,
for each integer i ≥ 0 with i < s, we have v

(i)
ℓi

= v
(i)
ki

and the (n − 1)-

tuples (v(i)
1 , . . . , v̂

(i)
ki
, . . . ,v

(i)
n ) and (v

(i)
1 , . . . , v̂

(i)
ℓi
, . . . ,v

(i)
n ) are permutations

of v = (v1, . . . ,vn−1).
In the statement of our second main result below, we use the standard

Euclidean norm on the exterior powers of Rn (recalled in Section 3) to define
a constant θ, and we denote by (e1, . . . , en) the canonical basis of Rn.

Theorem 2.7. Let v = (v1, . . . ,vn−1) be a linearly independent (n− 1)-
tuple of unit vectors of Rn, and let δ ∈ R with

0 < δ ≤ θ

4n
where θ = ∥v1 ∧ · · · ∧ vn−1∥.

There is a constant κ > 0 depending only on v and δ with the following
property. Let P = (P1, . . . , Pn) : [q0,∞) → ∆n be a rigid n-system of mesh
c > 0 with associated canvas ((a(i))0≤i<s, (ki)0≤i<s, (ℓi)0≤i<s) and sequence
of switch numbers (qi)0≤i<s as in Definitions 2.1 and 2.2. Suppose that we
have a(0)1 = P1(q0) ≥ κ and that at least one of the following conditions holds:

c ≥ log(8/δ) and ℓi = n for each integer i with 0 ≤ i < s;(2.5)

c ≥ log 2 and
s∑

i=1

exp(qi−1 − qi) < δ/4.(2.6)

Then, for the coherent sequence of directions (v(i))i≥0 attached to v, there
is a unit vector u of Rn and a coherent sequence of bases (x(i))i≥0 of Zn

such that, for each index i with 0 ≤ i < s, each j = 1, . . . , n, and each
q ∈ [qi, qi+1), we have

dist(x
(i)
j ,v

(i)
j ) ≤ δ,(2.7)

|log ∥x(i)
j ∥ − a

(i)
j | ≤ log 2,(2.8) ∣∣log |x(i)

ki
· u| − a

(i)
ki

+ qi
∣∣ ≤ c2 if qi+1 > qi + log 2 + c2,(2.9)

Lu,j(q) ≤ Lu,j(x
(i), q) ≤ Pj(q) + c1 ≤ Lu,j(q) + c2,(2.10)

where c1 = log(32/θ2) and c2 = nc1 + log(n!). When v = (e1, . . . , en−1), we
have θ = 1 and one can take κ = log(6/δ).

For 0 ≤ i < s and q ∈ [qi, qi+1), inequalities (2.10) imply that, in some
order which depends on q, the basis vectors x(i)

1 , . . . ,x
(i)
n realize the successive
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minima of Cu(eq) up to the factor exp(c2), while, by (2.7), each of them
stands at distance of at most δ from a vector among v1, . . . ,vn−1. Since
(2.10) holds independently of the choice of i and q, it also implies that

(2.11) ∥P(q)− Lu(q)∥∞ ≤ c2 for each q ≥ q0.

In particular, if P1 is unbounded, then Lu,1 is also unbounded and thus the
coordinates of u must be linearly independent over Q.

As we will see in Section 5, the construction of the point u is particularly
simple for a rigid n-system that meets condition (2.6). When s = ∞, this
requires that the series

∑∞
i=1 exp(qi−1 − qi) is bounded and thus that the

difference qi − qi−1 tends to infinity with i. Although this is restrictive, it
holds for the important class of self-similar rigid n-systems, namely the rigid
n-systems P : [q0,∞) → ∆n which, for some ρ > 1, satisfy

P(ρq) = ρP(q) for each q ≥ q0.

If such P has mesh c, then, for each h ≥ 0, the restriction of P to the interval
[ρhq0,∞) is self-similar and rigid with mesh ρhc. Then, for h large enough,
this restriction fulfills conditions (2.6).

In [10], it is shown that the spectrum of the standard exponents of Dio-
phantine approximation can be computed in terms of n-systems only, and
that the self-similar rigid n-systems yield a dense subset of that spectrum.
The simplicity of the construction of points attached to such n-systems could
possibly help in estimating the Hausdorff dimension of sets of points whose
exponents lie in a given region of the spectrum.

The construction of the point u is more delicate for a rigid n-system that
satisfies condition (2.5). This is also done in Section 5. Although this condi-
tion restricts the shape of the n-system, it is well adapted to our purpose. In
Section 6, we apply this result to specific rigid n-systems that satisfy con-
dition (2.5) to produce the points u that are needed in the second part of
Theorem 1.1.

3. Projective distance. Fix an integer n ≥ 2. We view Rn as a Eu-
clidean space for the usual scalar product, denoted by a dot, so that the
canonical basis (e1, . . . , en) of Rn is orthonormal. More generally, for each
integer k with 1 ≤ k ≤ n, we endow

∧k Rn with the unique structure of Eu-
clidean space for which the products ei1∧· · ·∧eik with 1 ≤ i1 < · · · < ik ≤ n
form an orthonormal basis of that space, and we denote by ∥α∥ the Euclidean
norm of a vector α in that space. Then the well-known Hadamard inequality
tells us that

∥x1 ∧ · · · ∧ xk∥ ≤ ∥x1∥ · · · ∥xk∥

for any choice of vectors x1, . . . ,xk ∈ Rn.
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We define the projective distance between two non-zero points x,y of Rn

by

dist(x,y) =
∥x ∧ y∥
∥x∥ ∥y∥

.

It depends only on the classes of x and y in the projective space over Rn

and represents the sine of the acute angle between the lines spanned by these
vectors. In particular, it is a symmetric function of x and y. Moreover, it is
well-known that it satisfies the triangle inequality

dist(x, z) ≤ dist(x,y) + dist(y, z)

for any non-zero points x,y, z of Rn [11, Section 8, equation (3)]. The fol-
lowing property will also be useful.

Lemma 3.1. Let u,u′ be unit vectors of Rn with u · u′ ≥ 0. Then

dist(u,u′) ≤ ∥u− u′∥ ≤ 2 dist(u,u′).

Moreover, any point x ∈ u⊥ satisfies

(3.1) |x · u′| ≤ 2∥x∥dist(u,u′).

Proof. The first estimate is well-known and amounts to the inequalities
sin(θ) ≤ 2 sin(θ/2) ≤ 2 sin(θ) where θ ∈ [0, π/2] is the angle between u
and u′. Then (3.1) follows since, for x ∈ u⊥, we find |x ·u′| = |x · (u′−u)| ≤
∥x∥ ∥u− u′∥ by Hadamard’s inequality.

We define the projective distance from a non-zero point x of Rn to a
non-zero subspace V of Rn as the infimum of the distances between x and
non-zero points y of V . As explained in [8, Section 4], this infimum, denoted
dist(x, V ), is in fact a minimum, and [8, Lemma 4.2] provides the following
formula where projV ⊥ denotes the orthogonal projection on the orthogonal
complement V ⊥ of V in Rn.

Lemma 3.2. For any non-zero point x of Rn and any non-zero subspace V
of Rn, we have

dist(x, V ) =
∥projV ⊥(x)∥

∥x∥
=

∥x ∧ v1 ∧ · · · ∧ vm∥
∥x∥ ∥v1 ∧ · · · ∧ vm∥

,

where (v1, . . . ,vm) is any basis of V over R.

Finally, for any non-zero subspaces V1 and V2 of Rn, we define the distance
dist(V1, V2) from V1 to V2 as the supremum of the numbers dist(x, V2) with
x ∈ V1 \ {0}. As explained in [8, Section 4], this supremum is in fact a
maximum. It is not symmetric in V1 and V2, for example when V1 ⊊ V2.
However, as shown in [8, Lemma 4.3], it has the following properties.
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Lemma 3.3. For any non-zero point x of Rn and any non-zero subspaces
V, V1, V2 of Rn, we have

dist(x, V2) ≤ dist(x, V1) + dist(V1, V2),

dist(V, V2) ≤ dist(V, V1) + dist(V1, V2).

In this paper, we mainly need estimates for subspaces of Rn of co-
dimension 1. For these, [8, Lemma 4.4] gives the following alternative formula
which implies that, among themselves, the distance is symmetric.

Lemma 3.4. For each j = 1, 2, let Uj be a subspace of Rn of codimen-
sion 1 and let uj be a unit vector of U⊥

j . Then dist(U1, U2) = dist(u1,u2).

The next result provides an explicit formula for this distance in a situation
that we will encounter later. It follows directly from [8, Lemma 4.7] as the
height of Rn is 1.

Lemma 3.5. Let (x1, . . . ,xn) be a basis of Zn, and let k, ℓ be integers
with 1 ≤ k < ℓ ≤ n. For the subspaces

U1 = ⟨x1, . . . , x̂ℓ , . . . ,xn⟩R and U2 = ⟨x1, . . . , x̂k, . . . ,xn⟩R,
we have

dist(U1, U2) =
∥x1 ∧ · · · ∧ x̂k ∧ · · · ∧ x̂ℓ ∧ · · · ∧ xn∥

∥x1 ∧ · · · ∧ x̂k ∧ · · · ∧ xn∥ ∥x1 ∧ · · · ∧ x̂ℓ ∧ · · · ∧ xn∥
.

For each m-tuple v = (v1, . . . ,vm) of non-zero vectors of Rn with 1 ≤
m ≤ n, we define

(3.2) Θ(v) =
∥v1 ∧ · · · ∧ vm∥
∥v1∥ · · · ∥vm∥

∈ [0, 1].

This normalized volume depends only on the classes of v1, . . . ,vm in the
projective space over Rn. We have Θ(v) = 0 if and only if v is linearly
dependent, and Θ(v) = 1 if and only if it is orthogonal. The following result
provides a measure of continuity of this map.

Lemma 3.6. Let v = (v1, . . . ,vm) be a linearly independent m-tuple of
vectors of Rn for some m ∈ {1, . . . , n}, let δ ∈ R with 0 ≤ δ < Θ(v)/(2m),
and let x = (x1, . . . ,xm) be an m-tuple of non-zero vectors of Rn with
dist(xj ,vj)≤δ for each j=1, . . . ,m. Then x is linearly independent over R
and

|Θ(x)−Θ(v)| ≤ 2mδ.

Upon setting W = ⟨x1, . . . ,xm⟩R and V = ⟨v1, . . . ,vm⟩R, we also have

(3.3) dist(W,V ) ≤ 2mδ/Θ(x).

Proof. We may assume that, for j = 1, . . . ,m, we have ∥vj∥ = ∥xj∥ = 1
and xj · vj ≥ 0 so that Lemma 3.1 gives ∥xj − vj∥ ≤ 2δ. Set

αj = v1 ∧ · · · ∧ vj ∧ xj+1 ∧ · · · ∧ xm for j = 0, . . . ,m.
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For each j = 0, . . . ,m− 1, we find that

∥αj −αj+1∥ = ∥v1 ∧ · · · ∧ vj ∧ (xj+1 − vj+1) ∧ xj+2 ∧ · · · ∧ xm∥ ≤ 2δ,

thus |Θ(x)−Θ(v)| =
∣∣∥α0∥−∥αm∥

∣∣ ≤ ∥α0−αm∥ ≤ 2mδ. As 2mδ < Θ(v),
this implies that Θ(x) > 0, and so x is linearly independent over R.

To prove the last assertion of the lemma, choose any non-zero m-tuple
(a1, . . . , am) in Rm, and form the points

x = a1x1 + · · ·+ amxm ∈W and v = a1v1 + · · ·+ amvm ∈ V.

For each j = 1, . . . ,m, we find, using Hadamard’s inequality, that

∥x∥ ≥ ∥x ∧ x1 ∧ · · · ∧ x̂j ∧ · · · ∧ xm∥ = |aj |Θ(x).

This implies that

∥x− v∥ ≤ 2δ(|a1|+ · · ·+ |am|) ≤ 2mδ∥x∥/Θ(x),

and so

dist(x, V ) =
∥projV ⊥(x)∥

∥x∥
≤ ∥x− v∥

∥x∥
≤ 2mδ/Θ(x).

As x can be any non-zero point of W , this gives (3.3).

The lemma below will be needed in Section 5 to prove the second part
of Theorem 1.1.

Lemma 3.7. Let r be an integer with 1 ≤ r ≤ n, let (v1, . . . ,vn) be an
orthonormal basis of Rn and let

V = ⟨v1 + · · ·+ vr,vr+1, . . . ,vn⟩R.
Suppose that non-zero vectors x,x1, . . . ,xr ∈ Rn satisfy

dist(x, V ) ≤ δ and max
1≤j≤r

dist(xj ,vj) ≤ δ

for some δ ∈ R with 0 ≤ δ ≤ 1/(24r), and that

x = a1x1 + · · ·+ arxr

for some a1, . . . , ar ∈ R. Then, for each j = 1, . . . , r, we have
∥x∥
2
√
r
≤ ∥ajxj∥ ≤ 2∥x∥√

r
.

Proof. Upon dividing x,x1, . . . ,xr by their norms, we may assume that
these vectors have norm 1. Then, upon multiplying each of them appropri-
ately by ±1, we may further assume, by Lemma 3.1, that

∥x− v∥ ≤ 2δ and max
1≤j≤r

∥xj − vj∥ ≤ 2δ

for a unit vector v of V which is closest to x, of the form

v = b(v1 + · · ·+ vr) +w
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with b ≥ 0 and w ∈W , where W = ⟨vr+1, . . . ,vn⟩R. Upon setting

y = a1v1 + · · ·+ arvr ∈W⊥ and A = 1 + |a1|+ · · ·+ |ar|,
we find

∥v − y∥ = ∥(v − x) + a1(x1 − v1) + · · ·+ ar(xr − vr)∥ ≤ 2Aδ,

|aj − b| = |(y − v) · vj | ≤ ∥v − y∥ for j = 1, . . . , r,
|b
√
r − 1| =

∣∣∥b(v1 + · · ·+ vr)∥ − ∥v∥
∣∣ ≤ ∥w∥.

Since w = projW (v) = projW (v − y), we also have ∥w∥ ≤ ∥v − y∥ and so
the preceding three estimates give

(3.4) max
1≤j≤r

|aj − 1/
√
r| ≤ (1 + 1/

√
r)∥v − y∥ ≤ 4Aδ.

In turn, by definition of A, this implies that

A ≤ 1 + r(1/
√
r + 4Aδ) ≤ 2

√
r +A/6

since 4rδ ≤ 1/6. So, we obtain the upper bound A ≤ 3
√
r, which substituted

in (3.4) gives

max
1≤j≤r

|aj − 1/
√
r| ≤ (12rδ)/

√
r ≤ 1/(2

√
r),

and so 1/(2
√
r) ≤ |aj | ≤ 2/

√
r for j = 1, . . . , r.

4. Proof of the first part of Theorem 1.1 and deduction of the
corollaries. In this section, we prove the first part of our first main The-
orem 1.1 and, assuming that its second part holds as well, we deduce the
corollaries stated in the introduction. To this end, we work with a fixed inte-
ger n ≥ 2, and we identify GLn(Z) with the subgroup of GLn(R) consisting
of the linear operators T on Rn with T (Zn) = Zn. The first lemma below is
our main tool.

Lemma 4.1. Let v1, . . . ,vm be linearly independent vectors of Rn for
some integer m with 0 ≤ m < n, and let δ > 0. Then there exists T ∈ GLn(Z)
such that dist(T (ej),vj) ≤ δ for each index j with 1 ≤ j ≤ m.

Note that the restriction m < n is needed in general. For m = 1, the
lemma is a consequence of a much stronger result of Erdős [5].

Proof of Lemma 4.1. We are going to prove, by induction on m, that
there is a basis (x1, . . . ,xn) of Zn such that dist(xj ,vj) ≤ δ for each j with
1 ≤ j ≤ m. The result then follows by taking for T the element of GLn(Z)
which sends ej to xj for each j = 1, . . . , n.

For m = 0, we can take any basis (x1, . . . ,xn) of Zn. Suppose now that
1 ≤ m < n. We may assume, by induction, that there is a basis (y1, . . . ,yn)
of Zn such that dist(yj ,vj) ≤ δ for each j with 1 ≤ j ≤ m− 1. Write

vm = a1y1 + · · ·+ anyn
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with a1, . . . , an ∈ R. By permuting ym, . . . ,yn if necessary, and by mul-
tiplying each of them by ±1 appropriately, we may assume that we have
0 ≤ am ≤ · · · ≤ an. For a choice of t > 0 to be fixed later, we form the point

xm = b1y1 + · · ·+ bnyn where bj =

{
⌈taj⌉ if j ̸= m,
⌈taj⌉ − 1 if j = m.

By construction, we have ∥xm − tvm∥ ≤ Y where Y = ∥y1∥+ · · ·+ ∥yn∥ is
independent of t. Thus, if t is large enough, say t ≥ t0, we obtain

dist(xm,vm) =
∥(xm − tvm) ∧ vm∥

∥xm∥ ∥vm∥
≤ ∥xm − tvm∥

∥xm∥
≤ Y

t∥vm∥ − Y
≤ δ.

If an ̸= 0, we take t = p/an for a prime number p with p ≥ ant0, so that
the above inequality holds. Then we have bn = p and −1 ≤ bm < p. So,
the integers bm, . . . , bn are relatively prime as a set. If an = 0, we take
t = t0 and then (bm, . . . , bn) = (−1, 0, . . . , 0). So, in both cases, the point
x = bmym + · · · + bnyn can be completed to a basis (x,xm+1, . . . ,xn) of
⟨ym, . . . ,yn⟩Z. Then (y1, . . . ,ym−1,xm, . . . ,xn) is a basis of Zn with the
required properties.

Lemma 4.2. Let T ∈ GLn(R). There exists a constant κ ≥ 1 with the
following properties:

(1) κ−1∥x∥ ≤ ∥T (x)∥ ≤ κ∥x∥ for each x ∈ Rn;
(2) κ−1 dist(x,y) ≤ dist(T (x), T (y)) ≤ κdist(x,y) for any non-zero points

x,y ∈ Rn;
(3) κ−1 dist(x, V ) ≤ dist(T (x), T (V )) ≤ κdist(x, V ) for any non-zero point

x ∈ Rn and any non-zero subspace V of Rn.

Proof. For each m = 1, . . . , n, the linear operator
∧m T on

∧mRn is
invertible and so there is a constant cm ≥ 1 such that

c−1
m ∥x1 ∧ · · · ∧ xm∥ ≤ ∥T (x1) ∧ · · · ∧ T (xm)∥ ≤ cm∥x1 ∧ · · · ∧ xm∥

for any x1, . . . ,xm ∈ Rn. Thus, for a non-zero point x of Rn and a non-zero
proper subspace V of Rn with basis (v1, . . . ,vm), we find, using Lemma 3.2,
that

dist(T (x), T (V )) =
∥T (x) ∧ T (v1) ∧ · · · ∧ T (vm)∥
∥T (x)∥ ∥T (v1) ∧ · · · ∧ T (vm)∥

≤ cm+1∥x ∧ v1 ∧ · · · ∧ vm∥
c−1
1 c−1

m ∥x∥ ∥v1 ∧ · · · ∧ vm∥
= c1cmcm+1 dist(x, V ),

and similarly dist(T (x), T (V )) ≥ (c1cmcm+1)
−1 dist(x, V ). If V = Rn, then

T (V ) = Rn and so dist(T (x), T (V )) = dist(x, V ) = 0. Thus, properties (1)
and (3) hold for an appropriate choice of κ. Then property (2) follows by
taking V = ⟨y⟩R.
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In the arguments below, we denote by tT the transpose of a linear opera-
tor T on Rn, namely the linear operator on Rn characterized by the condition
T (x) · y = x · tT (y) for any x,y ∈ Rn.

Proof of Theorem 1.1, part (1). If n=m+2 and V =⟨e1, . . . , em+1⟩R
⊆ Rm+2, that statement follows from [16, Theorem 1(b)]. There, Thurnheer
shows that, for any δ, ϵ > 0 and any point u ∈ Rm+2 with Q-linearly inde-
pendent coordinates, there exists a non-zero point x ∈ Zm+2 such that

|x · em+2| ≤ δ∥x∥ and |x · u| ≤ ϵ∥x∥−ρ

where ρ is given by (1.2). However, since V = e⊥m+2, the first inequality may
be rewritten as dist(x, V ) ≤ δ. We give a simplified, self-contained proof of
this result in Section 7.

In general, suppose that n ≥ m+ 2 ≥ 3, that V is an arbitrary subspace
of Rn of dimension m+ 1 and that u ∈ Rn has linearly independent coordi-
nates over Q. Choose an orthonormal basis v = (v1, . . . ,vm+1) of V and fix
δ, ϵ > 0 with δ < 1. By Lemma 4.1, there exists T ∈ GLn(Z) such that

dist(T (ej),vj) ≤
δ

8(m+ 1)
for j = 1, . . . ,m+ 1.

For x = (T (e1), . . . , T (em+1)), Lemma 3.6 gives Θ(x) ≥ Θ(v)− δ/4 ≥ 1/2,
and then

(4.1) dist(T (Ṽ ), V ) ≤ δ/2 where Ṽ = ⟨e1, . . . , em+1⟩R ⊆ Rn.

For our choice of T , choose a constant κ ≥ 1 as in Lemma 4.2, and define

ũ = tT (u) ∈ Rn.

Since T ∈ GLn(Z), the n coordinates of ũ are linearly independent over Q.
A fortiori, its first m+2 coordinates are linearly independent over Q. Thus,
under the natural identification of Rm+2 with ⟨e1, . . . , em+2⟩R ⊆ Rn, the
result of Thurnheer provides a non-zero point x̃ ∈ ⟨e1, . . . , em+2⟩Z such that

dist(x̃, Ṽ ) ≤ δ/(2κ) and |x̃ · ũ| ≤ ϵκ−ρ∥x̃∥−ρ.

Then x = T (x̃) is a non-zero point of Zn which, by definition of ũ, satisfies
x · u = x̃ · ũ. Therefore, by Lemma 4.2, the preceding inequalities yield

dist(x, T (Ṽ )) ≤ κdist(x̃, Ṽ ) ≤ δ/2 and |x · u| ≤ ϵκ−ρ∥x̃∥−ρ ≤ ϵ∥x∥−ρ.

Then, using (4.1), Lemma 3.3 provides

dist(x, V ) ≤ dist(x, T (Ṽ )) + dist(T (Ṽ ), V ) ≤ δ

as needed.

Lemma 4.3. Let V1, V2 be non-zero subspaces of Rn. There is a constant
κ depending only on V1 and V2 such that any non-zero point x of Rn satisfies



16 J. Champagne and D. Roy

(4.2) dist(x, V1 ∩ V2) ≤ κmax {dist(x, V1), dist(x, V2)},

with the convention that the left hand side is 1 if V1 ∩ V2 = {0}.

Proof. There are integers r, s, t ∈ {1, . . . , n} with r ≤ t and an invertible
linear operator T ∈ GLn(R) such that T (E1) = V1 and T (E2) = V2, where

E1 = ⟨e1, . . . , es⟩R and E2 = ⟨er, . . . , et⟩R.

So, by Lemma 4.2, it suffices to prove the result for V1 = E1 and V2 = E2.
If E1 ∩ E2 ̸= {0}, we have r ≤ s. Then, for each non-zero x = (x1, . . . , xn)
in Rn, we find that

proj(E1∩E2)⊥(x) = (x1, . . . , xr−1, xs+1, . . . , xn),

projE⊥
1
(x) = (xs+1, . . . , xn),

projE⊥
2
(x) = (x1, . . . , xr−1, xt+1, . . . , xn),

thus ∥proj(E1∩E2)⊥(x)∥ ≤ ∥projE⊥
1
(x)∥+ ∥projE⊥

2
(x)∥, and so

dist(x, E1 ∩ E2) ≤ dist(x, E1) + dist(x, E2).

If E1 ∩ E2 = {0}, we have instead s < r and, for any non-zero x ∈ Rn, we
obtain ∥x∥ ≤ ∥projE⊥

1
(x)∥+ ∥ projE⊥

2
(x)∥, which yields

1 ≤ dist(x, E1) + dist(x, E2).

So, in this situation, (4.2) holds with κ = 2.

Proof of Corollary 1.2. Let n, m, ρ and V be as in the statement of
Theorem 1.1. For part (1), fix a point u of Rn with linearly independent co-
ordinates over Q, and real numbers δ, ϵ > 0. Setting W = V ∩u⊥, Lemma 4.3
provides a constant κ > 0 such that

dist(x,W ) ≤ κmax {dist(x, V ),dist(x,u⊥)}

for any non-zero x ∈ Rn. Define δ′ = δ/κ and ϵ′ = min {ϵ, δ′∥u∥}. Part (1)
of Theorem 1.1 provides a non-zero point x ∈ Zn with

dist(x, V ) ≤ δ′ and |x · u| ≤ ϵ′∥x∥−ρ.

Since dist(x,u⊥) = |x · u|/(∥x∥ ∥u∥) ≤ ϵ′/∥u∥ ≤ δ′, this point x satisfies
dist(x,W ) ≤ δ and |x ·u| ≤ ϵ∥x∥−ρ, as needed. For part (2), the assertion of
the corollary is clear because dist(x, V ) ≤ dist(x,W ) for any non-zero point
x ∈ Rn and any non-zero subspace W of V .

A similar argument allows one to recover Theorem 1.1 from its conse-
quence provided by Corollary 1.2. This consequence is thus an equivalent
form of the theorem.
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Proof of Corollary 1.3. Here we have n ≥ 3. To prove the first asser-
tion of the corollary, fix a point u ∈ Rn with linearly independent coordinates
over Q and fix ϵ > 0. The subspace V of Rn given by (1.6) is defined over Q
and has dimension 2, thus W = V ∩u⊥ has dimension 1 and so it is spanned
by a unit vector w = (a, b, . . . , b) for some non-zero a, b ∈ R with b > 0.
Then Corollary 1.2 provides a non-zero point x = (x1, . . . , xn) ∈ Zn with

dist(x,w) ≤ b/4 and |x · u| ≤ ϵ∥x∥−ρ,

where ρ = ρ1 = γ. Replacing x by −x if necessary, we may further assume
that x ·w ≥ 0. Then, by Lemma 3.1, the difference ∥x∥−1x −w has norm
at most b/2 and so we obtain xj ≥ b∥x∥/2 > 0 for j = 2, . . . , n. Thus, the
point x satisfies (1.7).

To prove the second assertion, fix an unbounded non-decreasing function
ψ : [1,∞) → (0,∞). Assuming that part (2) of Theorem 1.1 holds, there is
a point ũ of Rn with linearly independent coordinates over Q and a number
δ̃ > 0 for which at most finitely many points x̃ ∈ Zn satisfy

(4.3) dist(x̃, V ) ≤ δ̃ and |x̃ · ũ| ≤ ψ(∥x̃∥1/2)−1/2∥x̃∥−ρ,

with V given by (1.6), and ρ = ρ1 = γ. Choose a positive integer k such that
3/k ≤ δ̃ and form the map T ∈ GLn(Z) defined, for any x = (x1, . . . , xn)
in Rn, by

T (x) = (x1, x3 + (k+1)x, x3 + kx, . . . , xn + kx) where x = x2 + · · ·+ xn.

We claim that the point u = tT (ũ) has the required properties. Since its
coordinates are linearly independent over Q, we need to show that there are
at most finitely many points x = (x1, . . . , xn) ∈ Zn with property (1.8),
namely

x2, . . . , xn > 0 and |x · u| ≤ ψ(∥x∥)−1∥x∥−ρ

(as ρ = γ). For such a point x, the integer x is positive and, since v =
(x1, kx, . . . , kx) belongs to V , we find

dist(T (x), V ) ≤ ∥T (x)− v∥
∥T (x)∥

=
∥(0, x3 + x, x3, . . . , xn)∥

∥T (x)∥
≤ 3x

kx
≤ δ̃.

We also have ∥x∥ ≤ ∥T (x)∥ ≤ κ∥x∥ where κ = n(k + 1), thus

|T (x) · ũ| = |x · u| ≤ ψ(∥x∥)−1∥x∥−ρ(4.4)

≤ ψ(κ−1∥T (x)∥)−1κρ∥T (x)∥−ρ.

Thus, if the norm of x is large enough, the point x̃ = T (x) satisfies (4.3).
So, x̃ and x lie in finite sets.

Proof of Corollary 1.4. The argument is similar to the proof of the
preceding corollary. Let V be the subspace of Rn defined by (1.9) for the
given integers m and n. For the first assertion, fix δ, ϵ > 0 and a point
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u = (u1, . . . , un) ∈ Rn with linearly independent coordinates over Q. Since
u1 ̸= 0, there is a constant κ > 0 depending on u such that

(4.5) ∥x∥ ≤ κmax {|x · u|, |x2|, . . . , |xn|}
for each x = (x1, . . . , xn) ∈ Rn. Set ϵ′ = min{ϵ, 1/(2κ)}. Part (1) of Theo-
rem 1.1 provides a non-zero point x of Zn with

dist(x, V ) ≤ δ/κ and |x · u| ≤ ϵ′∥x∥−ρ.

For this point, we have κ|x · u| ≤ 1/2 < ∥x∥. Thus, upon writing x =
(x1, . . . , xn), estimate (4.5) yields

∥x∥ ≤ κmax {|x2|, . . . , |xn|}.
On the other hand, we have

(4.6) dist(x, V ) =
∥(xm+2, . . . , xn)∥

∥x∥
≥ max {|xm+2|, . . . , |xn|}

∥x∥
.

So, the point x has the required property (1.10).
For the second assertion, fix an unbounded non-decreasing function ψ

from [1,∞) to (0,∞). Part (2) of Theorem 1.1 provides a point ũ of Rn

with linearly independent coordinates over Q and a number δ̃ > 0 for which
at most finitely many points x̃ ∈ Zn satisfy (4.3) for our current choice
of V . Set k = ⌈

√
n/δ̃ ⌉ and form the map T ∈ GLn(R) defined, for any

x = (x1, . . . , xn) ∈ Rn, by

T (x) = (kx1, . . . , kxm+1, xm+2, . . . , xn).

We claim that the point u = tT (ũ) has the required properties. To prove
this, suppose that a non-zero point x = (x1, . . . , xn) of Zn satisfies (1.11).
As in the proof of the second assertion of Corollary 1.3, we simply need to
show that x̃ = T (x) ∈ Zn satisfies (4.3) when x ∈ Zn has sufficiently large
norm. The first condition in (1.11) yields

∥(xm+2, . . . , xn)∥ ≤
√
nmax {|x1|, . . . , |xn|} =

√
nmax {|x1|, . . . , |xm+1|},

thus

dist(T (x), V ) =
∥(xm+2, . . . , xn)∥

∥T (x)∥
≤

√
nmax {|x1|, . . . , |xm+1|}
k∥(x1, . . . , xm+1)∥

≤
√
n

k
≤ δ̃.

Since ∥x∥ ≤ ∥T (x)∥ ≤ k∥x∥, we also find that (4.4) holds with κ = k. Thus
x̃ = T (x) satisfies (4.3) if ∥x∥ is large enough.

Proof of Corollary 1.5. The first part of Corollary 1.4 shows that
ρ(u) ≥ ρm for each point u ∈ Rn with linearly independent coordinates
over Q: it suffices to choose δ = 1/2 and let ϵ tend to 0. Its second part,
applied with ψ(t) = log(t+1), provides a point u withQ-linearly independent
coordinates and ρ(u) ≤ ρm, thus ρ(u) = ρm. Since ρ(tu) = ρ(u) for any
t > 0, we may further choose u of norm 1.
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By the above, the set S of unit vectors u ∈ Rn with Q-linearly inde-
pendent coordinates satisfying ρ(u) = ρm is not empty. To show that it is
uncountable, choose an arbitrary sequence (ui)i≥1 in S. For each index i, let
ψi : [1,∞) → (0,∞) be the function given by

ψi(t) = max {|x · ui|−1∥x∥−ρm ; x ∈ X and ∥x∥ ≤ t},
where X stands for the set of all non-zero x ∈ Zn satisfying the main con-
dition (1.12) of Corollary 1.5. Each ψi is non-decreasing and, by Corollary
1.4, unbounded. Based on this, we construct recursively a sequence (ti)i≥0

of real numbers by first setting t0 = 1, and for i ≥ 1, by choosing ti ≥ 2ti−1

such that
min {ψ1(ti), . . . , ψi(ti)} ≥ (i+ 1)2.

Since this sequence is strictly increasing and unbounded, we obtain an non-
decreasing function ψ : [1,∞) → [1,∞) by defining ψ(t) = i when t ∈
[ti−1, ti) for an integer i ≥ 1. This implies that

ψ(t) ≤
√
ψi(t) for each i ≥ 1 and each t ≥ ti

because, for t ∈ [tj−1, tj) with j > i, we have ψi(t) ≥ ψi(tj−1) ≥ j2 = ψ(t)2.
Let u be as in the second part of Corollary 1.4 for this choice of ψ, and let
ũ = κ−1u where κ = ∥u∥, so that ũ is a unit vector in S. We claim that
ũ ̸= ui for each i ≥ 1. Indeed, for a given i ≥ 1, there are elements x of X
of arbitrarily large norm with

|x · ui| = ψi(∥x∥)−1∥x∥−ρm .

Choosing x outside of the exceptional set for ψ, with norm so large that
∥x∥ ≥ ti and ψi(∥x∥) ≥ κ2, this yields

|x · ui| ≤ κ−1ψi(∥x∥)−1/2∥x∥−ρm ≤ κ−1ψ(∥x∥)−1∥x∥−ρm

< κ−1|x · u| = |x · ũ|,
thus ũ ̸= ui. This shows that (ui)i≥1 does not exhaust S. As this is an
arbitrary sequence in S, this set is uncountable.

5. Proof of Theorem 2.7. Throughout this section, we fix a choice
of canvas ((a(i))0≤i<s, (ki)0≤i<s, (ℓi)0≤i<s) with mesh c > 0 and cardinality
s ∈ {∞, 1, 2, . . . }, as in Definition 2.1. We form its associated rigid n-system
P = (P1, . . . , Pn) : [q0,∞) → Rn, and we denote by (qi)0≤i<s its sequence of
switch numbers, as in Definition 2.2. We first establish a proposition which
exhibits the driving principle behind the original constructions from [8, Sec-
tion 5]. Then, we use it to prove Theorem 2.7 for a choice of directions
v = (v1, . . . ,vn−1).

To simplify the writing, we set

A
(i)
j = exp(a

(i)
j ) = exp(Pj(qi)) (0 ≤ i < s, 1 ≤ j ≤ n).
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By condition (C1) in Definition 2.1, these numbers satisfy

(5.1) A
(i)
1 ≥ exp(c) and A

(i)
j ≥ exp(c)A

(i)
j−1 if j > 1.

The following proposition is inspired from [8, Section 5], and involves a
parameter t to allow a recursive construction of bases.

Proposition 5.1. Let t ∈ {∞, 1, 2, . . . } with t ≤ s and let θ ∈ (0, 1].
Suppose that c ≥ log 2 and that, for each integer i with 0 ≤ i < t, we have a
basis x(i) = (x

(i)
1 , . . . ,x

(i)
n ) of Zn such that

(1) A(i)
j ≤ ∥x(i)

j ∥ ≤ 2A
(i)
j for j = 1, . . . , n,

(2) ∥x(i)
1 ∧· · ·∧ x̂

(i)
m ∧· · ·∧x(i)

n ∥ ≥ θ

2
∥x(i)

1 ∥ · · · ∥̂x(i)
m ∥ · · · ∥x(i)

n ∥ for m = ki and
for m = ℓi.

Suppose further that, when 1 ≤ i < t, we have

(3) (x
(i)
1 , . . . , x̂

(i)
ℓi
, . . . ,x

(i)
n ) = (x

(i−1)
1 , . . . , x̂

(i−1)
ki−1

, . . . ,x
(i−1)
n ),

(4) x
(i)
ℓi

∈ x
(i−1)
ki−1

+ ⟨x(i−1)
1 , . . . , x̂

(i−1)
ki−1

, . . . ,x
(i−1)
ℓi

⟩Z.

For each integer i with −1 ≤ i < t, let ui be a unit vector orthogonal to the
subspace

Ui :=

⟨x(0)
1 , . . . ,x

(0)
n−1⟩R if i = −1,

⟨x(i)
1 , . . . , x̂

(i)
ki
, . . . ,x

(i)
n ⟩R if 0 ≤ i < t.

Then, for any i, j ∈ Z with −1 ≤ i ≤ j < t, we have

(5.2) dist(ui,uj) = dist(Ui, Uj) ≤ 8θ−2 exp(−qi+1).

Finally, suppose that t = s. Then there is a unit vector u in Rn such that

(5.3) dist(ui,u) ≤ 8θ−2 exp(−qi+1) whenever −1 ≤ i < s.

For any integers i, j with 0 ≤ i < s and 1 ≤ j ≤ n, and any q ∈ [qi, qi+1),
we also have

−c1 ≤ a
(i)
j − Lu(x

(i)
j , q) ≤ c2 if j ̸= ki,(5.4)

−c1 ≤ a
(i)
j + q − qi − Lu(x

(i)
j , q) ≤ c2 if j = ki,(5.5)

Lu,j(q) ≤ Lu,j(x
(i), q) ≤ Pj(q) + c1 ≤ Lu,j(q) + c2,(5.6)

where c1 = log(32/θ2) and c2 = nc1 + log(n!).

The last property (5.6) shows that, for each q in [qi, qi+1), the basis x(i)

realizes the minima of the convex body Cu(eq) up to the factor exp(c2). The
preceding properties (5.4) and (5.5) provide estimates for the individual tra-
jectories of the basis elements x(i)

j over the interval [qi, qi+1), an information
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which is partly lost in (5.6). When i = s− 1 < ∞, we understand the right
hand sides of (5.2) and (5.3) as 8θ−2 exp(−∞) = 0.

Proof of Proposition 5.1. Fix an integer i with 0 ≤ i < t. Using rela-
tion (3) when i ≥ 1 and using the hypothesis that ℓ0 = n when i = 0, we
find

(5.7) Ui−1 = ⟨x(i)
1 , . . . , x̂

(i)
ℓi
, . . . ,x(i)

n ⟩R, Ui = ⟨x(i)
1 , . . . , x̂

(i)
ki
, . . . ,x(i)

n ⟩R.

Since ki < ℓi, Lemma 3.5 gives

dist(Ui−1, Ui) =
∥x(i)

1 ∧ · · · ∧ x̂
(i)
ki

∧ · · · ∧ x̂
(i)
ℓi

∧ · · · ∧ x
(i)
n ∥

∥x(i)
1 ∧ · · · ∧ x̂

(i)
ki

∧ · · · ∧ x
(i)
n ∥ ∥x(i)

1 ∧ · · · ∧ x̂
(i)
ℓi

∧ · · · ∧ x
(i)
n ∥

.

To get an upper bound for this ratio, we apply Hadamard’s inequality on the
numerator and hypothesis (2) on each factor of the denominator. Together
with estimates (1), this yields

dist(Ui−1, Ui) ≤
4θ−2

∥x(i)
1 ∥ · · · ∥x(i)

n ∥
≤ 4θ−2

A
(i)
1 · · ·A(i)

n

= 4θ−2 exp(−qi).

By Lemma 3.4 and the fact that the distance satisfies the triangle inequality,
we deduce that, for any integers i, j with −1 ≤ i < j < t, we have

dist(Ui, Uj) = dist(ui,uj) ≤
j∑

m=i+1

dist(um−1,um)

≤ 4θ−2
j∑

m=i+1

exp(−qm) ≤ 8θ−2 exp(−qi+1),

where the last estimate uses the inequality qm ≥ qm−1 + log 2 for each in-
teger m with 1 ≤ m < s coming from the hypothesis that the canvas has
mesh c ≥ log 2. This proves (5.2) when i < j. For i = j, this formula is
automatic (it is even sharp when i = j = s − 1 < ∞ since in that case
exp(−qi+1) = exp(−∞) = 0).

From now on, suppose that t = s. If s < ∞, condition (5.3) is fulfilled
with u = us−1 by (5.2). If s = ∞, then (5.2) shows that the image of (ui)i≥−1

in the projective space over Rn is a Cauchy sequence. So, it converges to the
class of a unit vector u of Rn which satisfies (5.3).

Finally, fix an integer i with 0 ≤ i < s, a number q ∈ [qi, qi+1), and an
index j ∈ {1, . . . , n}. When j ̸= ki, we have x

(i)
j ∈ Ui, thus x

(i)
j · ui = 0 and

Lemma 3.1 yields

|x(i)
j · u| ≤ 2∥x(i)

j ∥dist(ui,u).
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Using (5.3) and the fact that q < qi+1, we deduce that

q + log |x(i)
j · u| ≤ c0 + log ∥x(i)

j ∥ − qi+1 + q ≤ c0 + log ∥x(i)
j ∥,

where c0 = log(16/θ2). So, using hypothesis (1), we obtain

Lu(x
(i)
j , q) ≤ c0 + log ∥x(i)

j ∥ ≤ c1 + a
(i)
j ,

which yields the left inequality in (5.4). When j = ki, we instead have
x
(i)
ki

∈ Ui−1 since ki < ℓi (even for i = 0). This means that x
(i)
ki

· ui−1 = 0
and so

|x(i)
ki

· u| ≤ 2∥x(i)
ki
∥ dist(ui−1,u).

Using (5.3), we deduce that

q + log |x(i)
ki

· u| ≤ c0 + log ∥x(i)
ki
∥ − qi + q

for c0 as above. Then, using the inequality q ≥ qi and hypothesis (1), we
obtain

Lu(x
(i)
ki
, q) ≤ c0 + log ∥x(i)

ki
∥+ q − qi ≤ c1 + a

(i)
ki

+ q − qi,

which gives the left inequality in (5.5). By the above, the points

a = a(i) + (q − qi)eki + c1(1, . . . , 1) and b = (Lu(x
(i)
1 , q), . . . , Lu(x

(i)
n , q))

satisfy b ≤ a for the componentwise ordering. Since the map Φn is order
preserving, we deduce that Φn(b) ≤ Φn(a) and so

(5.8) Lu(q) ≤ Lu(x
(i), q) = Φn(b) ≤ Φn(a) = P(q) + c1(1, . . . , 1).

Since the coordinates of a − b are non-negative, they are bounded above
by their sum ∆, which is also the sum of the coordinates of Φn(a)− Φn(b).
By (5.8), this is in turn bounded above by the sum of the coordinates of
P(q) + c1(1, . . . , 1)− Lu(q), which is

∆′ :=

n∑
j=1

(Pj(q) + c1 − Lu,j(q)) = q + nc1 −
n∑

j=1

Lu,j(q).

However, Minkowski’s second convex body theorem [13, Chapter IV, Theo-
rem 1A] applied to the convex body Cu(eq) gives

Lu,1(q) + · · ·+ Lu,n(q) ≥ log(2n/n!)− log
(
vol(Cu(eq))

)
≥ q − log(n!)

using the crude upper bound vol(Cu(eq)) ≤ 2ne−q for the volume of Cu(eq).
So, we find that ∆ ≤ ∆′ ≤ nc1 + log(n!) = c2. From this, we deduce that
a ≤ b+ c2(1, . . . , 1) which yields the right inequalities in (5.4) and (5.5). It
also gives

P(q) + c1(1, . . . , 1) ≤ Lu(q) + c2(1, . . . , 1),

which, together with (5.8), translates into (5.6).

We will also need the following complementary information.
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Corollary 5.2. Suppose that Proposition 5.1 holds with t = s. Then
for each integer i with 0 ≤ i < s such that qi+1 > qi + log 2 + c2, we have

(5.9)
∣∣log |x(i)

ki
· u| − a

(i)
ki

+ qi
∣∣ ≤ c2.

Proof. For such i, we apply (5.5) for a choice of q ∈ (qi+log 2+ c2, qi+1).
This gives

Lu(x
(i)
ki
, q) > a

(i)
ki

+ log 2 ≥ log ∥x(i)
ki
∥,

where the second inequality comes from condition (1) with j = ki. Thus, by
definition, we must have Lu(x

(i)
ki
, q) = q + log |x(i)

ki
· u|, and (5.9) follows by

substituting this expression into (5.5).

In the constructions of [8, Section 5], condition (2) in Proposition 5.1 is

fulfilled by asking that the sequences (x(i)
1 , . . . , x̂

(i)
m , . . . ,x

(i)
n ) with m = ki or

m = ℓi are almost orthogonal in the sense of [8, Definition 4.5]. Here, we use
a simpler but more narrow approach.

We fix a linearly independent (n − 1)-tuple v = (v1, . . . ,vn−1) of unit
vectors of Rn and, as in the statement of Theorem 2.7, we denote by (v(i))i≥0

the coherent sequence of directions for P attached to v. We also fix a pa-
rameter δ with

(5.10) 0 < δ ≤ θ/(4n) where θ = ∥v1 ∧ · · · ∧ vn−1∥ = Θ(v),

using notation (3.2). Then, for each integer i with 0 ≤ i < t, we ask that the
basis x(i) satisfies

(5.11) dist(x
(i)
j ,v

(i)
j ) ≤ δ for j = 1, . . . , n.

This is stronger than condition (2) of Proposition 5.1 because, for m = ki or

m = ℓi, the (n − 1)-tuple (v
(i)
1 , . . . , v̂

(i)
m , . . . ,v

(i)
n ) is a permutation of v. So,

if (5.11) holds, then Lemma 3.6 gives

Θ(x
(i)
1 , . . . , x̂

(i)
m , . . . ,x(i)

n ) ≥ Θ(v)− 2(n− 1)δ ≥ θ/2.

We will show that the hypotheses of Theorem 2.7 allow us to construct
recursively a sequence (x(i))0≤i<s of bases of Zn that satisfy conditions (1),
(3), (4) of Proposition 5.1, as well as (5.11) in replacement of condition (2).
Then this sequence and the unit vector u of Rn provided by the proposition
enjoy all the required properties. Indeed, conditions (3) and (4) mean that
the sequence (x(i))0≤i<s is coherent with P, while condition (1) yields (2.8).
The other properties (2.7), (2.9) and (2.10) follow respectively from (5.11),
Corollary 5.2 and (5.6).

We start by constructing a basis x(0) of Zn which satisfies the hypotheses
of Proposition 5.1 for t = 1 and condition (5.11) for i = 0.
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Lemma 5.3. If A(0)
1 is large enough, with a lower bound depending only

on δ and v, then there is a basis x(0) = (x
(0)
1 , . . . ,x

(0)
n ) of Zn such that

A
(0)
j ≤ ∥x(0)

j ∥ ≤ 2A
(0)
j and dist(x

(0)
j ,v

(0)
j ) ≤ δ/2

for each j = 1, . . . , n. If v = (e1, . . . , en−1), it suffices to have A(0)
1 ≥ 6/δ.

Proof. By Lemma 4.1, there is a basis (x1, . . . ,xn) of Zn which satisfies
dist(xj ,vj) ≤ δ/6 for each j = 1, . . . , n − 1. Let A = max {∥x1∥, . . . , ∥xn∥}
and suppose that A(0)

1 ≥ 6A/δ. For j = 1, . . . , n− 1, we define

x
(0)
j = ajxj + xj+1,

where aj is the smallest non-negative integer for which ∥x(0)
j ∥ ≥ A

(0)
j . Then

(x1,x
(0)
1 , . . . ,x

(0)
n−1) is a basis of Zn and, since k0 < n, we obtain another

basis x(0) = (x
(0)
1 , . . . ,x

(0)
n ) of Zn by setting

x(0)
n = ax

(0)
k0

+ x1,

where a is the smallest non-negative integer for which ∥x(0)
n ∥ ≥ A

(0)
n .

For j = 1, . . . , n− 1, we have A(0)
j ≥ A

(0)
1 ≥ 6A, thus aj ≥ 1 and so

∥x(0)
j ∥ ≤ A

(0)
j +A ≤ 2A

(0)
j .

Since x
(0)
j ∧ xj = xj+1 ∧ xj , we also find

dist(x
(0)
j ,xj) =

∥xj+1 ∧ xj∥
∥x(0)

j ∥ ∥xj∥
≤ ∥xj+1∥

∥x(0)
j ∥

≤ A

A
(0)
1

≤ δ

6
.

So the triangle inequality yields

dist(x
(0)
j ,v

(0)
j ) = dist(x

(0)
j ,vj) ≤ dist(x

(0)
j ,xj) + dist(xj ,vj)

≤ δ/6 + δ/6 = δ/3.

Similarly, since A(0)
n ≥ 2A

(0)
k0

≥ 12A, the integer a is positive and so

∥x(0)
n ∥ ≤ A(0)

n + 2A
(0)
k0

≤ 2A(0)
n .

Arguing as above, we also find

dist(x(0)
n ,x

(0)
k0

) ≤ ∥x1∥
∥x(0)

n ∥
≤ A

A
(0)
n

≤ δ

12
,

and so

dist(x(0)
n ,v(0)

n ) = dist(x(0)
n ,vk0) ≤ dist(x(0)

n ,x
(0)
k0

) + dist(x
(0)
k0
,vk0)

≤ δ/12 + δ/3 < δ/2.
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If v = (e1, . . . , en−1), we can choose (x1, . . . ,xn) = (e1, . . . , en). Then we
have A = 1, and the above construction requires only that A(0)

1 ≥ 6/δ.

In view of the comments which precede Lemma 5.3, the next two propo-
sitions complete the proof of Theorem 2.7, depending on which of the two
conditions (2.5) or (2.6) holds.

Proposition 5.4. Suppose that condition (2.5) holds, namely that

c ≥ log(8/δ) and ℓi = n whenever 0 ≤ i < s,

and suppose that A(0)
1 is large enough as a function of v and δ. Then we

can construct recursively a sequence (x(i))0≤i<s of bases of Zn which, for
each i, satisfies conditions (1) to (4) of Proposition 5.1 as well as (5.11). If
v = (e1, . . . , en−1), it suffices to have A(0)

1 ≥ 6/δ.

Proof. If A(0)
1 is large enough, Lemma 5.3 provides a basis x(0) which

satisfies these conditions for i = 0. If s = 1, we are done. Otherwise, suppose
that we have constructed appropriate bases x(0), . . . ,x(t−1) of Zn for some
integer t with 1 ≤ t < s. For each j = 1, . . . , n− 1, we have x

(0)
j ∈ U−1 and

so
dist(vj , U−1) = dist(v

(0)
j , U−1) ≤ dist(v

(0)
j ,x

(0)
j ) ≤ δ/2.

Using (5.2) and the fact that q0 ≥ 2a
(0)
1 , we also find

dist(U−1, Ut−1) ≤ 8θ−2 exp(−q0) ≤ 8θ−2(A
(0)
1 )−2 ≤ δ/4

if A(0)
1 ≥ 6/(θδ). Assuming this, we deduce that

dist(vj , Ut−1) ≤ dist(vj , U−1) + dist(U−1, Ut−1) ≤ 3δ/4

for j = 1, . . . , n− 1. Finally, since v
(t)
n is one of the points v1, . . . ,vn−1, we

conclude that there is a unit vector v ∈ Ut−1 for which

(5.12) dist(v(t)
n ,v) = dist(v(t)

n , Ut−1) ≤ 3δ/4.

To alleviate notation, we set

h = kt−1, k = kt,

and note that, by definition of a canvas, we have h < n and k < n since
ℓt−1 = ℓt = n. We further set

(x
(t)
1 , . . . ,x

(t)
n−1) = (x

(t−1)
1 , . . . , x̂

(t−1)
h , . . . ,x(t−1)

n ),

as prescribed by condition (3) for i = t. As the same relation holds between
v(t) and v(t−1) as well as between a(t) and a(t−1), the induction hypothesis
implies that

(5.13) dist(x
(t)
j ,v

(t)
j ) ≤ δ and A

(t)
j ≤ ∥x(t)

j ∥ ≤ 2A
(t)
j
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for each j = 1, . . . , n − 1. To complete the induction step, it remains to
construct

(5.14) x(t)
n ∈ x

(t−1)
h + ⟨x(t−1)

1 , . . . , x̂
(t−1)
h , . . . ,x(t−1)

n ⟩Z

so that (5.13) holds as well for j = n, because then x(t) = (x
(t)
1 , . . . ,x

(t)
n ) is

a basis of Zn with the required properties.
In view of (5.12), we simply need to construct x(t)

n so that it fulfills (5.14)
as well as

(5.15) dist(x(t)
n ,v) ≤ δ/4 and A ≤ ∥x(t)

n ∥ ≤ 2A where A = A(t)
n .

Since (x
(t−1)
1 , . . . ,x(t−1)

n ) is a basis of Zn, we find

x
(t−1)
h − r0ut−1 ∈ Ut−1 where |r0| = |x(t−1)

h · ut−1| ≤ 1

(see [8, Lemma 4.1]). Since v belongs to Ut−1 as well, we may therefore write

(5.16) r0ut−1 +
3

2
Av = x

(t−1)
h +

∑
j ̸=h

rjx
(t−1)
j

for some coefficients rj ∈ R, where the sum extends to all j = 1, . . . , n with
j ̸= h. For each of those j, we choose an integer aj such that |aj − rj | ≤ 1/2.
Then the point

x(t)
n = x

(t−1)
h +

∑
j ̸=h

ajx
(t−1)
j

satisfies (5.14). Using (5.16) we find∥∥∥∥x(t)
n − 3

2
Av

∥∥∥∥ =
∥∥∥r0ut−1 +

∑
j ̸=h

(aj − rj)x
(t−1)
j

∥∥∥ ≤ 1 +
1

2

∑
j ̸=h

∥x(t−1)
j ∥.

Since condition (1) holds for i = t− 1, this yields∥∥∥∥x(t)
n − 3

2
Av

∥∥∥∥ ≤ 1 +
∑
j ̸=h

A
(t−1)
j ≤

n∑
j=1

A
(t−1)
j ≤ 2A(t−1)

n ≤ Aδ

4
,

where the second and third inequalities use (5.1) with i = t − 1 together
with the hypothesis that exp(c) ≥ 8/δ ≥ 8, while the last inequality uses
A

(t−1)
n = A

(t)
n−1 ≤ exp(−c)A(t)

n . As δ ≤ 1, this implies that A ≤ ∥x(t)
n ∥ ≤ 2A

and

dist(x(t)
n ,v) =

∥(x(t)
n − (3/2)Av) ∧ v∥

∥x(t)
n ∥

≤ ∥x(t)
n − (3/2)Av∥

∥x(t)
n ∥

≤ Aδ/4

A
=
δ

4

as required in (5.15). This completes the recursion step.
The last assertion of the proposition is easily checked.

While the above argument is close to that in [8, Section 5], the next
statement uses an even simpler construction of points.
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Proposition 5.5. Suppose that condition (2.6) holds, namely that we
have c ≥ log 2 and

(5.17)
s∑

i=1

exp(qi−1 − qi) ≤ δ/4,

and suppose that A(0)
1 is large enough as a function of v and δ. Then we can

construct recursively a sequence (x(i))0≤i<s of bases of Zn which, for each i,
satisfies conditions (1) to (4) of Proposition 5.1 as well as the constraints

(5.18) dist(x
(i)
j ,v

(i)
j ) ≤ δ

2
+ 2

i∑
m=1

exp(qm−1 − qm) for j = 1, . . . , n,

which, in view of (5.17), are stronger than (5.11). If v = (e1, . . . , en−1), it
suffices to have A(0)

1 ≥ 6/δ.

Proof. If A(0)
1 is large enough, Lemma 5.3 provides a basis x(0) with the

required property. For the recurrence step, suppose that we have constructed
appropriate bases x(0), . . . ,x(t−1) of Zn for some integer t with 1 ≤ t < s.
To alleviate notation, we set

h = kt−1, ℓ = ℓt, k = kt,

and note that, by conditions (C2) and (C3) in Definition 2.1 of a canvas, we
have h ≤ ℓ and k < ℓ. We also observe that

(5.19)
A

(t)
ℓ

A
(t−1)
h

= exp(qt − qt−1) ≥ exp(c) ≥ 2

in view of relation (2.2) for i = t−1, and the formula for the switch numbers
qi in Definition 2.2. Then we define x(t) = (x

(t)
1 , . . . ,x

(t)
n ) by

(x
(t)
1 , . . . , x̂

(t)
ℓ , . . . ,x(t)

n ) = (x
(t−1)
1 , . . . , x̂

(t−1)
h , . . . ,x(t−1)

n ),(5.20)

x
(t)
ℓ = x

(t−1)
h + ax

(t)
k ,(5.21)

where a is the smallest non-negative integer such that

(5.22) A
(t)
ℓ < ∥x(t)

ℓ ∥.

Since x(t−1) is a basis of Zn, this n-tuple x(t) is also a basis of Zn. By
construction, it fulfills conditions (3) and (4) for i = t. Moreover, since a(t)

and a(t−1) are linked by the same relation as x(t) and x(t−1) in (5.20), and
since by hypothesis condition (1) holds for i = t − 1 and all j = 1, . . . , n,
that condition also holds for i = t except possibly when j = ℓ. In particular,
since k < ℓ, we obtain

∥x(t)
k ∥ ≤ 2A

(t)
k ≤ A

(t)
ℓ ,
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where the second inequality uses (5.1). Since h ≤ ℓ, we also find

∥x(t−1)
h ∥ ≤ 2A

(t−1)
h ≤ A

(t)
ℓ

using (5.19). Thus the integer a must be positive, and so

∥x(t)
ℓ ∥ ≤ A

(t)
ℓ + ∥x(t)

k ∥ ≤ 2A
(t)
ℓ .

Together with (5.22), this shows that condition (1) holds as well for i = t
and j = ℓ. Similarly, since inequality (5.18) holds for i = t − 1 and all
j = 1, . . . , n, and since v(t) and v(t−1) are linked in the same way as x(t) and
x(t−1) in (5.20), that inequality also holds for i = t and j ̸= ℓ in the stronger
form

(5.23) dist(x
(t)
j ,v

(t)
j ) ≤ δ

2
+ 2

t−1∑
m=1

exp(qm−1 − qm).

To estimate this distance when j = ℓ, we first note, using (5.21), that

∥x(t)
ℓ ∧ x

(t)
k ∥ = ∥x(t−1)

h ∧ x
(t)
k ∥ ≤ ∥x(t−1)

h ∥ ∥x(t)
k ∥,

and so

dist(x
(t)
ℓ ,x

(t)
k ) ≤

∥x(t−1)
h ∥

∥x(t)
ℓ ∥

≤
2A

(t−1)
h

A
(t)
ℓ

= 2 exp(qt−1 − qt).

Together with (5.23) for j = k, this yields

dist(x
(t)
ℓ ,v

(t)
k ) ≤ dist(x

(t)
ℓ ,x

(t)
k ) + dist(x

(t)
k ,v

(t)
k )

≤ δ

2
+ 2

t∑
m=1

exp(qm−1 − qm).

Since v
(t)
ℓ = v

(t)
k , this shows that (5.18) holds for i = t. Thus condition (2)

holds as well for i = t.
The last assertion of the proposition is clear from the statement of Lem-

ma 5.3.

6. Application to a specific family of generalized n-systems. The
goal of this section is to apply Theorem 2.7 on parametric geometry of num-
bers with constraints to produce points u that satisfy the second part of
Theorem 1.1, thereby completing the proof of the latter theorem. We first
construct a generalized n-system P̃ in the sense of [9, §4], and we approxi-
mate it by a rigid n-system P to which Theorem 2.7 applies. Then we use
geometry of numbers to show that the point u provided by the latter theorem
has the required property.

To this end, we fix integers m ≥ 1 and n ≥ m+ 2, and set

r = n−m.
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We also fix an orthonormal basis (v1, . . . ,vn) of Rn and set

v = (v1, . . . ,vn−1),

so that Θ(v) = 1 in the notation of (3.2). We choose real numbers δ and c
with

(6.1) 0 < δ ≤ 1/(4n) and c = log(8/δ),

and we denote by κ the constant provided by Theorem 2.7 for the above
choice of v and δ. Finally, we choose sequences (Xi)i≥0 and (Yi)i≥0 of positive
real numbers with the property that, for each i ≥ 0, we have

κ+ c ≤ logX0,(6.2)
c+ logXi ≤ logXi+1 if 0 ≤ i ≤ r − 2,(6.3)
(3m+ n)c+ logXi+r−1 ≤ log Yi ≤ −2mc+ logXi+r.(6.4)

To this data, we attach a continuous piecewise linear map P̃ = (P̃1, . . . , P̃n)
from [q0,∞) to Rn with the property that

0 ≤ P̃1(q) ≤ · · · ≤ P̃r(q) ≤ P̃r+1(q) = · · · = P̃n(q),

P̃1(q) + · · ·+ P̃n(q) = q

for each q ≥ q0. Its combined graph, namely the union of the graphs of its
components P̃1, . . . , P̃n, is given by Figure 1.

qi si ti qi+1

logXi

logXi+1 logXi+1

· · · · · ·

logXi+r−1 logXi+r−1

log Yi

logXi+r

log Yi+1

P̃r+1 = · · · = P̃n

P̃r = · · · = P̃n

of slope 1/(m+ 1)

P̃r+1 = · · · = P̃n

of slope 1/m

P̃1

· · ·

P̃r−1

P̃r

Fig. 1. The combined graph of a generalized n-system
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Explicitly, we construct sequences (qi)i≥0, (si)i≥0 and (ti)i≥0 by setting

qi = log(XiXi+1 · · ·Xi+r−1Y
m
i ),

si = log(Xi+1 · · ·Xi+r−1Y
m+1
i ),

ti = log(Xi+1 · · ·Xi+r−1X
m+1
i+r )

for each i ≥ 0. Then qi < si < ti < qi+1 and, as illustrated in Figure 1, we
define P̃1, . . . , P̃n on [qi, qi+1] by

P̃r+1(q) = · · · = P̃n(q) =


log Yi if qi ≤ q ≤ si,

log Yi +
q − si
m+ 1

if si ≤ q ≤ ti,

logXi+r +
q − ti
m

if ti ≤ q ≤ qi+1,
and

(P̃1(q), . . . , P̃r(q))

=


Φr(logXi+1, . . . , logXi+r−1, q − qi + logXi) if qi ≤ q ≤ si,

(logXi+1, . . . , logXi+r−1, P̃r+1(q)) if si ≤ q ≤ ti,

(logXi+1, . . . , logXi+r) if ti ≤ q ≤ qi+1,

where Φr : Rr → ∆r ⊂ Rr is the ordering map defined in Section 2.
In the terminology of [9], the map P̃ is a generalized n-system, and

Section 4 of that paper provides a general method to approximate such a map
by an ordinary n-system P. To prove the next result, we adapt this method
to produce an approximate rigid n-system P whose transition indices ℓj are
all equal to n, so that Theorem 2.7 applies to it.

Theorem 6.1. Let (ṽi)i≥0 denote the periodic sequence of period r with
ṽi = vi+1 for each i = 0, . . . , r − 1. For the above data, there exist a unit
vector u of Rn whose coordinates are linearly independent over Q, and a
sequence (xi)i≥0 of non-zero points in Zn such that, for each i ≥ 0 and each
q ≥ q0, we have

(1) dist(xi, ṽi) ≤ δ,
(2) |log ∥xi∥ − logXi| ≤ nc and

∣∣log |xi · u|+ qi − logXi

∣∣ ≤ 4mnc,
(3) ∥P̃(q)− Lu(q)∥∞ ≤ 5mnc,

where ∥ ∥∞ stands for the maximum norm on Rn.

Proof. Our construction of an approximate rigid n-systemP differs slight-
ly depending on whether m = 1 or m > 1. To cover both cases, we set

(6.5) m∗ = max {1,m− 1}.
We first define two sequences (ai)i≥0 and (bi)i≥0 of multiples of c satisfying

(6.6) −mc < ai − logXi ≤ 0 and −m∗c < bi + c− log Yi ≤ 0
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for each i ≥ 0. For a0, . . . , ar−1 and b0, we choose the largest multiples of c
satisfying these conditions. Then, for each i ≥ 0, we define recursively

(6.7) ai+r = bi + σ(i)mc and bi+1 = ai+r + τ(i)m∗c+ c

with integers σ(i) and τ(i) chosen so that ai+r and bi+1 satisfy condi-
tions (6.6). Hypotheses (6.2) and (6.3) imply that 0 < a0 < · · · < ar−1

while (6.4) yields

bi − ai+r−1 ≥ log Yi − (m∗ + 1)c− logXi+r−1 ≥ (n+m)c,(6.8)
ai+r − bi ≥ logXi+r −mc− log Yi ≥ mc(6.9)

for each i ≥ 0. In particular, we have σ(i) ≥ 1 and τ(i) ≥ 2 for each i ≥ 0.
For each pair (i, j) of integers with i ≥ 0 and

(6.10) 0 ≤ j ≤ ν(i) := σ(i)m+ τ(i)(m− 1),

we define ℓi,j = n. For j = 0, we further define

a(i,0) = (ai, . . . , ai+r−1, bi − (m− 1)c, . . . , bi), ki,0 = 1.

For 0 < j < σ(i)m+m, we define

a(i,j) = (ai+1, . . . , ai+r−1, bi + (j −m)c, . . . , bi + jc), ki,j = r.

Finally, for σ(i)m+m ≤ j ≤ ν(i), we define

a(i,j) = (ai+1, . . . , ai+r, bi + (j + 1−m)c, . . . , bi + jc), ki,j = r + 1.

For each j, we denote by qi,j the sum of the coordinates of a(i,j). By (6.8),
(6.9) and the above, each a(i,j) is a strictly increasing sequence of positive
multiples of c, ending in an arithmetic progression with difference c. We also
note that σ(i)m +m ≤ ν(i) if and only if m > 1, because τ(i) ≥ 2. Thus
pairs (i, j) with σ(i)m + m ≤ j ≤ ν(i) occur when m > 1, but not when
m = 1. Using the lexicographical ordering in which (i, j) < (i′, j′) when
either i < i′ or both i = i′ and j < j′, it follows that this data defines
a canvas with mesh c. Let P = (P1, . . . , Pn) : [q0,0,∞) → ∆n denote its
associated n-system. By definition, its sequence of switch numbers is (qi,j).

Figure 2 shows the combined graph of P on a typical interval [qi,0, qi+1,0]
when m = 2. For larger m, the graph is similar. However, when m = 1, it is
sensibly different because there is no switch number of P inside the interval
[qi,σ(i), qi+1,0], and the graph of P is affine linear with Pr+1 = Pn of slope 1
over that interval. As the picture illustrates, the behaviour of P is similar to
that of P̃ and we will show that in fact their difference P− P̃ is bounded.

Before we do this, consider the coherent system of directions v(i,j) =

(v
(i,j)
1 , . . . ,v

(i,j)
n ) with i ≥ 0 and 0 ≤ j ≤ ν(i) attached to v = (v1, . . . ,vn−1).

We claim that, for each i ≥ 0, we have

(6.11) v(i,0) = (ṽi, . . . , ṽi+r−1,vr+1, . . . ,vn−1, ṽi).
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qi,0 qi,1

qi,2 qi,3

qi,2σ(i)+2

qi,2σ(i)+3qi,2σ(i)+1

· · · · · ·
qi,2σ(i)+τ(i)

qi+1,0

ai

ai+1 ai+1

...
...

ai+r−1 ai+r−1

bi − c
bi

ai+r

bi+1 − c
bi+1

P1

...

Pr−1

Pr

. . .

. . .

Fig. 2. The combined graph of P on [qi,0, qi+1,0] when m = 2

For i = 0, this is clear since k0,0 = 1 and thus v(0,0) = (v1, . . . ,vn−1,v1).
Now, suppose that (6.11) holds for some i ≥ 0. If m = 1, we have r = n− 1
≥ 2 and this formula becomes

v(i,0) = (ṽi, . . . , ṽi+n−2, ṽi).

As ki,0 = 1, ki,1 = · · · = ki,σ(i) = n− 1 and ki+1,0 = 1, we deduce that

v(i,1) = · · · = v(i,σ(i)) = (ṽi+1, . . . , ṽi+n−2, ṽi, ṽi),

v(i+1,0) = (ṽi+1, . . . , ṽi+n−2, ṽi, ṽi+1) = (ṽi+1, . . . , ṽi+n−1, ṽi+1),

which proves our claim (6.11) by induction on i. If m > 1, we have ki,0 = 1
and ki,j = r for 1 ≤ j < σ(i)m +m. Then (v(i,1),v(i,2), . . . ,v(i,σ(i)m+m−1))
is again a periodic sequence of period m with

v(i,1) = (ṽi+1, . . . , ṽi+r−1,vr+1, . . . ,vn−1, ṽi,vr+1),

v(i,2) = (ṽi+1, . . . , ṽi+r−1,vr+2, . . . ,vn−1, ṽi,vr+1,vr+2),

. . .

v(i,m−1) = (ṽi+1, . . . , ṽi+r−1,vn−1, ṽi,vr+1, . . . ,vn−1),

v(i,m) = (ṽi+1, . . . , ṽi+r−1, ṽi,vr+1, . . . ,vn−1, ṽi).

In particular, we have v(i,σ(i)m+m−1) = v(i,m−1). Since ki,σ(i)m+m = r + 1,



Diophantine approximation with constraints 33

we deduce that

v(i,σ(i)m+m) = (ṽi+1, . . . , ṽi+r−1, ṽi,vr+1, . . . ,vn−1,vr+1)

= (ṽi+1, . . . , ṽi+r,vr+1, . . . ,vn−1,vr+1).

Finally, since ki,j = r + 1 for (σ(i) + 1)m ≤ j ≤ ν(i), we find similarly that
the sequence (v(i,σ(i)m+m), . . . ,v(i,ν(i))) is periodic of period m− 1 and that

v(i,ν(i)) = (ṽi+1, . . . , ṽi+r,vn−1,vr+1, . . . ,vn−1),

thus v(i+1,0) = (ṽi+1, . . . , ṽi+r,vr+1, . . . ,vn−1, ṽi+1) since ki+1,0 = 1. Again
this proves (6.11) by induction on i.

By (6.2), we have a(0,0)1 = a0 ≥ logX0 − c ≥ κ. Together with (6.1) and
the fact that ℓi,j = n for all pairs (i, j) with i ≥ 0 and 0 ≤ j ≤ ν(i), this shows
that the n-system P and its associated coherent sequence of directions (v(i,j))
satisfy the hypotheses of Theorem 2.7. For the corresponding constant c2,
we find

(6.12) c2 = n log 32 + log(n!) ≤ n log(32n) ≤ nc.

Let u denote the unit vector of Rn, and x(i,j) = (x
(i,j)
1 , . . . ,x

(i,j)
n ) the generic

element of the coherent sequence of bases of Zn provided by this theorem.
We set

(6.13) xi = x
(i,0)
1 for each i ≥ 0.

It remains to show that the point u and the sequence (xi)i≥0 have the re-
quired properties. By (2.11), we first note, using (6.12), that

(6.14) ∥Lu(q)−P(q)∥∞ ≤ c2 ≤ nc for each q ≥ q0,0.

Since P1(q) tends to infinity with q, the same applies to Lu,1(q) and so the
coordinates of u are linearly independent over Q.

Fix an index i ≥ 0. By (6.11), we have ṽ
(i,0)
1 = ṽi. Thus estimate (2.7)

applied to the first element of the basis x(i,0) yields

dist(xi, ṽi) = dist(x
(i,0)
1 , ṽ

(i,0)
1 ) ≤ δ,

as required in condition (1).
Similarly, since a(i,0)1 = ai and ki,0 = 1, estimates (2.8) and (2.9) provide

respectively

(6.15) |log ∥xi∥ − ai| ≤ log 2 and
∣∣log |xi · u| − ai + qi,0

∣∣ ≤ c2

because, using (6.8) and (6.12), we find

qi,1 − qi,0 = bi + c− ai ≥ bi + c− ai+r−1 ≥ (n+ 1)c ≥ log 2 + c2.

By (6.5)–(6.7), we also observe that, under the componentwise ordering
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on Rn, we have

(6.16)

−2mc ≤ a(i,0) − P̃(qi) ≤ 0

−2mc ≤ a(i,1) − P̃(si) ≤ 0

−2mc ≤ a(i,σ(i)m) − P̃(ti) ≤ 0

 where c = (c, . . . , c).

For example, we obtain the last estimate by observing that

a(i,σ(i)m) − P̃(ti) = (ai+1 − logXi+1, . . . , ai+r−1 − logXi+r−1,

ai+r −mc− logXi+r, . . . , ai+r − logXi+r).

Taking the sum of the coordinates of each term in (6.16), we deduce that

(6.17) −2mnc ≤ qi,0 − qi, qi,1 − si, qi,σ(i)m − ti ≤ 0.

In particular, we have |qi − qi,0| ≤ 2mnc. As (6.6) gives |ai − logXi| ≤ mc,
we deduce from (6.15) that

|log ∥xi∥ − logXi| ≤ log 2 +mc ≤ nc,∣∣log |xi · u| − logXi + qi
∣∣ ≤ nc+mc+ 2mnc ≤ 4mnc.

Thus condition (2) holds.
By (6.17), we also have q0,0 ≤ q0. So, in view of (6.14), it suffices to show

that

(6.18) ∥P(q)− P̃(q)∥∞ ≤ 4mnc for each q ≥ q0,

in order to prove condition (3) and thus complete the whole proof.
To do this, fix a real number q with q ≥ q0. Since q0 ≥ q0,0, there is an

integer i ≥ 0 for which qi,0 ≤ q < qi+1,0. To prove (6.18) for this value of q,
it suffices to show that

(6.19) P(q) ≤ P̃(q∗), where q∗ = q + 2mnc.

Indeed, if we admit this inequality, then all the coordinates of the n-tuple
P̃(q∗) − P(q) are non-negative. Since they sum to q∗ − q = 2mnc, these
coordinates are at most 2mnc, and so ∥P̃(q∗)−P(q)∥∞ ≤ 2mnc. Since each
component of P̃ is continuous and piecewise linear with slope at most 1, we
also have ∥P̃(q∗)− P̃(q)∥∞ ≤ 2mnc, and thus ∥P(q)− P̃(q)∥∞ ≤ 4mnc. To
prove (6.19), we distinguish three cases.

Case 1: Suppose first that qi,0 ≤ q < qi,1. If q + qi − qi,0 ≤ si, we find

P(q) = Φn(a
(i,0) + (q− qi,0)e1) ≤ Φn(P̃(qi) + (q− qi,0)e1) = P̃(q+ qi − qi,0),

where the middle inequality uses the fact that Φn is order preserving together
with the first inequality in (6.16). If instead si < q+ qi− qi,0, then using the
second inequality in (6.16), we find

P(q) ≤ P(qi,1) = a(i,1) ≤ P̃(si) ≤ P̃(q + qi − qi,0).
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Since (6.17) gives qi − qi,0 ≤ 2mnc, we deduce that P(q) ≤ P̃(q∗) in both
instances.

From now on, we may therefore assume that q ≥ qi,1. Then, for each
j = 1, . . . , r − 1, we find that

Pj(q) = ai+j ≤ logXi+j = P̃j(si) ≤ P̃j(q
∗),

where the last inequality uses si ≤ qi,1 + 2mnc ≤ q∗ coming from (6.17).

Case 2: Suppose that qi,1 ≤ q ≤ qi,σ(i)m. If q∗ ≤ ti, then, for j = r, . . . , n,
we find that

Pj(q) ≤ Pn(q) ≤ bi + c+
q − qi,1
m+ 1

≤ log Yi +
q∗ − si
m+ 1

= P̃j(q
∗),

because bi + c ≤ log Yi by (6.6), and q − qi,1 ≤ q∗ − si by (6.17). If instead
q∗ > ti, then, for the same values of j, we find

Pj(q) ≤ Pn(q) ≤ Pn(qi,σ(i)m) = a
(i,σ(i)m)
j ≤ P̃j(ti) ≤ P̃j(q

∗),

using the third inequality in (6.16). Thus, (6.19) holds in both instances.

Case 3: Suppose that qi,σ(i)m ≤ q. Using (6.17), we find 0 ≤ q−qi,σ(i)m ≤
q∗ − ti, thus ti ≤ q∗ and so

Pr(q) ≤ ai+r ≤ logXi+r = P̃r(ti) ≤ P̃r(q
∗).

If q∗ ≤ qi+1, we also obtain, for j = r + 1, . . . , n,

Pj(q) ≤ Pn(q) ≤ ai+r +
q − qi,σ(i)m

m
≤ logXi+r +

q∗ − ti
m

= P̃j(q
∗).

If instead q∗ > qi+1, then for the same values of j we find

Pj(q) ≤ Pn(q) ≤ Pn(qi+1,0) = bi+1 ≤ log Yi+1 = P̃j(qi+1) ≤ P̃j(q
∗).

Thus, (6.19) holds in that case also.

Proof of Theorem 1.1, part (2). Let V be a subspace of Rn of di-
mension m+1, and let ψ : [1,∞) → (0,∞) be an unbounded non-decreasing
function. Since V has the same dimension as

V0 = ⟨e1 + · · ·+ er, er+1, . . . , en⟩R,
there is an isometry T of Rn which maps V0 to V . Setting vj = T (ej) for
each j = 1, . . . , n, we obtain an orthonormal basis (v1, . . . ,vn) of Rn such
that

V = ⟨v1 + · · ·+ vr,vr+1, . . . ,vn⟩R.
We apply the previous theorem to this choice of basis (v1, . . . ,vn) for

(6.20) δ = 1/max {4n, 24r} and c = log(8/δ),

so that (6.1) holds, and for sequences (Xi)i≥0 and (Yi)i≥0 satisfying (6.2)–(6.4)
as well as

(6.21) log Yi = (ρ/m) logXi+r−1, XiXi+1 · · ·Xi+r−1 ≤ ψ(Xi+r/Xi)
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for each i ≥ 0, where ρ = ρm is given by (1.2). This is possible since ρ > m.
We claim that the unit vector u ∈ Rn provided by Theorem 6.1 has the
property stated in the second part of Theorem 1.1. Since its coordinates
are linearly independent over Q, this amounts to showing that any non-zero
point x of Zn of sufficiently large norm with dist(x, V ) ≤ δ satisfies

(6.22) |x · u| > ψ(∥x∥)−1∥x∥−ρ.

To prove this, we use properties (1)–(3) of the associated sequences (ṽi)i≥0

and (xi)i≥0 in Theorem 6.1.
Let x be a non-zero point of Zn with dist(x, V ) ≤ δ. Assuming, as we

may, that ∥x∥ is large enough, there exists an integer i ≥ 0 such that

log Yi ≤ log ∥x∥+ 15c′ ≤ log Yi+1, where c′ = mnc,

and so there is a unique value of q ∈ [si, qi+1] for which

log ∥x∥ = P̃r+1(q)− 15c′.

For such q, we note the following useful formula:

(6.23) P̃r+1(q) = P̃r(q) + max {0, q − ti}/m.
In the computations below, we assume that ∥x∥ is large enough so that for
example we have log(Yi/Xi+r−1) ≥ 9c′. To simplify the exposition, we simply
put a star on the inequalities that require such additional assumptions. We
consider two cases.

Case 1: Suppose that Lu(x, q) = log ∥x∥. We first note that

(ṽi+1, . . . , ṽi+r,vr+1, . . . ,vn)

is an orthonormal basis of Rn and that

V = ⟨ṽi+1 + · · ·+ ṽi+r,vr+1, . . . ,vn⟩R,
because (ṽi+1, . . . , ṽi+r) is a permutation of (v1, . . . ,vr). Since property (1)
in Theorem 6.1 gives

dist(xi+j , ṽi+j) ≤ δ ≤ 1/(24r) for j = 1, . . . , r,

by the choice of δ in (6.20), it follows from Lemma 3.6 that (xi+1, . . . ,xi+r)
is a linearly independent r-tuple of points of Zn. We claim that if ∥x∥ is
large enough, we also have

(6.24) x ∈ ⟨xi+1, . . . ,xi+r⟩R,
and thus Lemma 3.7 applies. To prove this, we look more closely at the
trajectories of the points x,xi+1, . . . ,xi+r. For each j ≥ 1, we note that
q ≤ qi+1 ≤ qi+j , and so property (2) in Theorem 6.1 yields

Lu(xi+j , q) ≤ max {log ∥xi+j∥, qi+j + log |xi+j · u|} ≤ logXi+j + 4c′.

We distinguish two subcases depending on the value of q.
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(a) Suppose first that si ≤ q < ti+10mc′. Then the above estimates give

max
1≤j<r

Lu(xi+j , q) ≤ logXi+r−1 + 4c′ <∗ log Yi − 5c′ ≤ P̃r(q)− 5c′,

while (6.23) yields
Lu(x, q) = log ∥x∥ = P̃r+1(q)− 15c′ < P̃r(q)− 5c′.

As P̃r(q) ≤ Lu,r(q) + 5c′ by property (3) in Theorem 6.1, this means that

max {Lu(x, q), Lu(xi+1, q), . . . , Lu(xi+r−1, q)} < Lu,r(q).

Thus, the r points x,xi+1, . . . ,xi+r−1 ∈ Zn are linearly dependent and so x
belongs to ⟨xi+1, . . . ,xi+r−1⟩R, which is stronger than our claim (6.24).

(b) Suppose now that ti + 10mc′ ≤ q ≤ qi+1. Then, using (6.23), we find
max
1≤j≤r

Lu(xi+j , q) ≤ logXi+r + 4c′ ≤ P̃r+1(q)− 6c′.

As P̃r+1(q) ≤ Lu,r+1(q) + 5c′ and Lu(x, q) = log ∥x∥ = P̃r+1(q)− 15c′, this
means that

max {Lu(x, q), Lu(xi+1, q), . . . , Lu(xi+r, q)} ≤ Lu,r+1(q)− c′.

So, the r + 1 points x,xi+1, . . . ,xi+r ∈ Zn are linearly dependent and thus
(6.24) holds again.

Applying Lemma 3.7, we can therefore write

x = a1xi+1 + · · ·+ arxi+r

with coefficients a1, . . . , ar ∈ R that satisfy

(6.25)
1

2
√
r
≤ ∥ajxi+j∥

∥x∥
≤ 2√

r
for j = 1, . . . , r.

This yields the lower bound

|x · u| ≥ |a1xi+1 · u| −
r∑

j=2

|ajxi+j · u|

≥ ∥x∥
2
√
r

(
|xi+1 · u|
∥xi+1∥

− 4

r∑
j=2

|xi+j · u|
∥xi+j∥

)
.

By property (2) in Theorem 6.1, we also have∣∣∣∣log |xj · u|
∥xj∥

+ qj

∣∣∣∣ ≤ 5c′ for each j ≥ 0.

Thus the previous estimate yields

|x · u| ≥ ∥x∥
2
√
r

(
exp(−qi+1 − 5c′)− 4r exp(−qi+2 + 5c′)

)
>∗ ∥x∥

c′′ exp(qi+1)
=

∥x∥
c′′Xi+1 · · ·Xi+rY m

i+1

=
∥x∥

c′′Xi+1 · · ·Xi+r−1X
ρ+1
i+r
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where c′′ = 4
√
r exp(5c′). The inequalities (6.25) also imply that ar is non-

zero. This means that x /∈ ⟨xi+1, . . . ,xi+r−1⟩R and thus rules out the sub-
case (a) considered above. So we have q ≥ ti + 10mc′, and using (6.23) we
find that

∥x∥ = exp(P̃r+1(q)− 15c′) ≥ Xi+r exp(−5c′).

Combining the last two estimates and using (6.21), we conclude as announced
that

|x · u| >∗ ∥x∥−ρ

XiXi+1 · · ·Xi+r−1
≥ ∥x∥−ρ

ψ(Xi+r/Xi)
≥∗ ∥x∥−ρ

ψ(∥x∥)
.

Case 2: Suppose instead that Lu(x, q) > log ∥x∥. By definition, this
means that

(6.26) log |x · u| > log ∥x∥ − q.

Since the coordinates of P̃(q) sum to q, we have

q = logXi+1 + · · ·+ logXi+r−1 +

{
(m+ 1)P̃r+1(q) if si ≤ q ≤ ti,
logXi+r +mP̃r+1(q) if ti ≤ q ≤ qi+1.

As P̃r+1(q) ≥ logXi+r when q ≥ ti, this implies in all cases that

q ≤ logXi+1 + · · ·+ logXi+r−1 + (m+ 1)P̃r+1(q).

We also have

(6.27) log ∥x∥+ 15c′ = P̃r+1(q) ≥ log Yi = (ρ/m) logXi+r−1.

Using this to eliminate logXi+r−1 and P̃r+1(q) from the upper bound for q,
we obtain

q ≤ logXi+1 + · · ·+ logXi+r−2 + (m+ 1 +m/ρ)(log ∥x∥+ 15c′).

Now, we use the exact value of ρ. Since m+m/ρ = ρ, we deduce that

q ≤∗ logXi + · · ·+ logXi+r−2 + (ρ+ 1) log ∥x∥.
Together with (6.26), this yields

|x · u| > ∥x∥
exp(q)

≥ ∥x∥−ρ

Xi · · ·Xi+r−2
≥ ∥x∥−ρ

ψ(Xi+r−1)
.

Finally, since ρ/m > 1, we conclude from (6.27) that Xi+r−1 ≤∗ ∥x∥ and
thus (6.22) holds if ∥x∥ is large enough.

7. A simplification of Thurnheer’s argument. As mentioned in the
introduction, the first part of Theorem 1.1 is a result of Thurnheer when
n = m+ 2. Our goal in this last section is to provide a simplification of his
argument along the lines of [4]. The following statement is a slight general-
ization of [16, Theorem 1(b)].
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Theorem 7.1 (Thurnheer). Let m be a positive integer, let n = m + 2,
let u be a point of Rn whose coordinates are linearly independent over Q,
and let d ∈ Rn. Then, for any δ, ϵ ∈ (0, 1), there is a non-zero point x of Zn

with
|x · d| ≤ δ∥x∥ and |x · u| ≤ ϵ∥x∥−ρ

where ρ is as in Theorem 1.1.

For the proof, we assume that (u,d) is an orthonormal pair of vectors
in Rn because, if the conclusion holds for such a pair, then it also holds
for any pair (au, bu + cd) with a, b, c ∈ R and a ̸= 0, and this covers the
general case. From there, we proceed by contradiction. We suppose that
there exist numbers 0 < δ, ϵ < 1 such that any non-zero point x ∈ Zn with
|x · u| ≤ ϵ∥x∥−ρ satisfies |x · d| > δ∥x∥. To derive a contradiction, we define
a norm ∥ ∥′ on Rn through the formula

∥x∥′ = max {|x · d|, (δ/4)∥x∥}

for each x ∈ Rn. Then our hypothesis is that, for any non-zero point x of Zn,
we have

(7.1) |x · u| ≤ ϵ∥x∥−ρ =⇒ ∥x∥′ = |x · d| > δ∥x∥.

Extending an argument of Schmidt in [12, Lemma 1] for the case n = 3,
Thurnheer obtained the following general estimate in [16, part II, (iii)].

Lemma 7.2 (Schmidt and Thurnheer). There are constants c3 and X0

depending only on n and ϵ with the property that, for each real number X
with X ≥ X0, there exists a non-zero point x of Zn with ∥x∥′ ≤ X and
|x · u| ≤ c3X

−ρ−1.

Proof. We first complete the orthonormal pair (u,d) to an orthonormal
basis (w1, . . . ,wm,u,d) of Rn. Then, for any positive real number Y , the
set of points x ∈ Rn satisfying

(7.2) max
1≤j≤m

|x ·wj | ≤ n−1/2Y, |x · u| ≤ ϵY −ρ, |x · d| ≤ nm/2ϵ−1Y ρ−m

is a compact symmetric convex body of Rn of volume 2n and so, by the
Minkowski first convex body theorem, it contains a non-zero point x of Zn.
Since m < ρ < m+ 1 by (1.5), the above inequalities yield |x · u| ≤ n−1/2Y
and |x · d| ≤ n−1/2Y if Y is large enough in terms of n and ϵ. Then we find

∥x∥ = (|x ·w1|2 + · · ·+ |x ·wm|2 + |x · u|2 + |x · d|2)1/2 ≤ Y

and so |x · u| ≤ ϵ∥x∥−ρ by the middle inequality in (7.2). According to our
hypothesis (7.1) and the formula for ρ in (1.5), this implies that

∥x∥′ = |x · d| ≤ c2Y
ρ−m = c2Y

ρ/(ρ+1),
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where c2 = nm/2ϵ−1. If X is large enough, and if the parameter Y is chosen
so that X = c2Y

ρ/(ρ+1), the point x constructed above satisfies ∥x∥′ ≤ X

and |x · u| ≤ ϵY −ρ = c3X
−ρ−1, where c3 = ϵcρ+1

2 .

Since the coordinates of u are linearly independent over Q, the scalar
product with u defines an injective map from Zn to R. Thus, for each X in
[1,∞), there is, up to multiplication by ±1, a unique non-zero point x ∈ Zn

with ∥x∥′ ≤ X for which |x · u| is minimal. We order these pairs ±x by
increasing norm ∥x∥′ and, for each integer i ≥ 1, we choose a representative
xi of the ith pair for which xi · d ≥ 0 (unique unless xi · d = 0). Then each
xi is a primitive point of Zn and each pair (xi,xi+1) is linearly independent.
We also set

Xi = ∥xi∥′ and Li = |xi · u| for each i ≥ 1.

By construction, the sequence (Xi)i≥1 is strictly increasing, while (Li)i≥1 is
strictly decreasing. Moreover, by Lemma 7.2, we have |xi ·u| ≤ c3X

−ρ−1 for
each i ≥ 1 with Xi ≥ X0 and each X ∈ [X0, Xi+1).

Let i0 denote the smallest integer i ≥ 1 satisfying both Xi ≥ X0 and
c3X

−1
i ≤ ϵ(4/δ)−ρ. By the above, for each index i with i ≥ i0, we have

(7.3) Li ≤ c3X
−ρ−1
i+1 ,

and |xi · u| ≤ c3X
−ρ−1
i ≤ ϵ((4/δ)Xi)

−ρ ≤ ϵ∥xi∥−ρ since ∥xi∥ ≤ (4/δ)Xi.
Then our hypothesis (7.1) together with the condition xi · d ≥ 0 gives

(7.4) Xi = ∥xi∥′ = xi · d > δ∥xi∥ (i ≥ i0).

From this, we deduce two consequences by adapting the arguments of Dav-
enport and Schmidt in [4, Lemmas 1 and 2]. The first lemma below is also
implicit in [16, part II, (v)].

Lemma 7.3. For each i ≥ i0, the scalar products xi · u and xi+1 · u have
opposite signs.

Proof. Suppose on the contrary that they have the same sign for some
i ≥ i0. Then the point x = xi+1 − xi ∈ Zn is non-zero and satisfies

|x · u| = Li − Li+1 < Li.

By construction, this implies that ∥x∥′≥Xi+1. However, using relations (7.4),
we find that |x · d| = Xi+1 −Xi < Xi+1 and

δ

4
∥x∥ ≤ δ

4
∥xi+1∥+

δ

4
∥xi∥ ≤ Xi+1

4
+
Xi

4
< Xi+1,

which implies that ∥x∥′ < Xi+1, a contradiction.

Lemma 7.4. For each i > i0, the ratios Li−1/Li and Xi+1/Xi have the
same integer part and, for this integer ti, we have

xi+1 = tixi + xi−1.
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Proof. Let s and t denote respectively the integer parts of Li−1/Li and
Xi+1/Xi, for a choice of index i > i0. Our first goal is to show that s = t. To
this end, we note, using (7.4), that the non-zero point y = xi+1 − txi of Zn

satisfies

(7.5) ∥y∥ ≤ ∥xi+1∥+
Xi+1

Xi
∥xi∥ ≤ Xi+1

δ
+
Xi+1

Xi

Xi

δ
≤ 2

δ
Xi+1.

Since xi · u and xi+1 · u have opposite signs by Lemma 7.3, we also find

|y · u| = Li+1 + tLi ≤ 2
Xi+1

Xi
Li ≤

2c3
Xi

X−ρ
i+1,

where the last inequality uses (7.3). We deduce that |y·u| ≤ ϵ∥y∥−ρ because,
as i ≥ i0, we have 2c3/Xi ≤ 2ϵ(4/δ)−ρ ≤ ϵ(2/δ)−ρ. Then hypothesis (7.1)
combined with (7.4) yields

∥y∥′ = |y · d| = Xi+1 − tXi < Xi.

By the minimality of xi, this implies that |y · u| ≥ Li−1. Since we have
|y · u| = Li+1 + tLi, we conclude that Li−1 < (t+ 1)Li and so s ≤ t.

Similarly, Lemma 7.3 implies that the non-zero point z = sxi+xi−1 ∈ Zn

satisfies
|z · u| = Li−1 − sLi < Li.

So, we must have ∥z∥′ ≥ Xi+1. This yields

t ≤ Xi+1

Xi
≤ ∥z∥′

Xi
≤ sXi +Xi−1

Xi
< s+ 1,

thus t ≤ s, and so s = t.
Finally, consider the point x = xi+1− txi−xi−1 ∈ Zn. Using Lemma 7.3

and the equality s = t, we find

|x · u| = |Li+1 + tLi − Li−1| = |Li+1 − (Li−1 − sLi)| < Li,

|x · d| = |(Xi+1 − tXi)−Xi−1| < Xi.

Since x = y − xi−1, estimates (7.4) and (7.5) yield

δ

4
∥x∥ ≤ δ

4
∥y∥+ δ

4
∥xi−1∥ ≤ 1

2
Xi+1 +

1

4
Xi−1 < Xi+1,

thus ∥x∥′ < Xi+1. Since |x ·u| < Li, this means that x = 0, and so we obtain
xi+1 = txi + xi−1.

The last lemma leads to a contradiction by arguing as in [3, Lemma 3].
Indeed, Lemma 7.4 shows that the subgroup of Rn spanned by xi and xi+1

is independent of i for i ≥ i0, thus xi ∧ xi+1 = ±xj ∧ xj+1 for any choice of
integers i, j with i0 ≤ i < j. Contracting these bi-vectors with u and then
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taking norms, we obtain

∥(xi · u)xi+1 − (xi+1 · u)xi∥ = ∥(xj · u)xj+1 − (xj+1 · u)xj∥

≤ 1

δ
Xj+1Lj +

1

δ
XjLj+1

≤ 2

δ
Xj+1Lj ≤

2c3
δ
X−ρ

j+1.

Letting j go to infinity for a fixed choice of i ≥ i0, we deduce the equality
(xi ·u)xi+1 = (xi+1 ·u)xi. However, this is impossible since xi and xi+1 are
linearly independent over R and xi ·u ̸= 0. This contradiction completes the
proof of Theorem 7.1.
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Abstract (will appear on the journal’s web site only)
Following Schmidt, Thurnheer and Bugeaud–Kristensen, we study how

Dirichlet’s theorem on linear forms needs to be modified when one requires
that the vectors of coefficients of the linear forms make a bounded acute
angle with respect to a fixed proper non-zero subspace V of Rn. Assuming
that the point of Rn that we are approximating has linearly independent co-
ordinates over Q, we obtain best possible exponents of approximation which
surprisingly depend only on the dimension of V . Our estimates are derived
by reduction to a result of Thurnheer, while their optimality follows from
a new general construction in parametric geometry of numbers involving
angular constraints.
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