
120-) is 2.52 kJ/mol, which is comparable with

the energy of thermal noise. Table 1 also

demonstrates the necessity of a small positive

charge in addition to the dipole moment to

form sheets. Without net charge the lowest

energy state is the bottom-side orientation,

preventing the formation of 2D monolayers

(fig. S11).

Using the same modeling strategy, one can

consider NPs with different numbers of corners

truncated. NPs with zero or one truncated

corners cannot form 2D monolayers due to the

steric constraints between the untruncated

corners of adjacent NPs. NPs with two trun-

cated corners form chains instead of mono-

layers (fig. S12). Although 2D self-assembly

was observed only for NPs with three truncated

corners, we do not exclude the existence of NPs

with other number of truncated corners in the

experimentally obtained sheets, including those

with four truncated corners, because the net

dipole moment inside those NPs can be induced

by other adjacent NPs (24). The inclusions will

show up as defects within the sheet (Fig. 1C).

Nevertheless, the arrangement of NPs with

three adjacent NPs in a 2D film is the most

energetically favorable.

The interactions between NPs in general are

complex and diverse, which offers tremendous

opportunities for the design of NP assemblies

with varying shapes, structures, and functions

(31, 34). This study of 2D self-assembly of NPs

demonstrates (i) the importance of anisotropy of

interparticle interactions at the nanoscale and (ii)

methods for the manipulation and prediction of

spontaneousNP assemblies. These data also show

a surprising resemblance of NPs to self-ordering

biological systems, such as S-layer–forming pro-

teins (4–6). This is particularly important for

establishing correlations between protein super-

structures and inorganic nanostructures on the

basis of their similar sizes.
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Dynamic Stark Control of
Photochemical Processes
Benjamin J. Sussman,1,2 Dave Townsend,1 Misha Yu. Ivanov,1 Albert Stolow1,2*

A method is presented for controlling the outcome of photochemical reactions by using the
dynamic Stark effect due to a strong, nonresonant infrared field. The application of a precisely
timed infrared laser pulse reversibly modifies potential energy barriers during a chemical reaction
without inducing any real electronic transitions. Dynamic Stark control (DSC) is experimentally
demonstrated for a nonadiabatic photochemical reaction, showing substantial modification of
reaction channel probabilities in the dissociation of IBr. The DSC process is nonperturbative and
insensitive to laser frequency and affects all polarizable molecules, suggesting broad applicability.

M
olecular catalysts increase chemical

reaction rates by applying forces that

modify potential energy barriers along

a reaction coordinate. Because electrical forces

underlie all of chemistry, such barrier manipu-

lation is also possible by application of a laser

field. The duration of modern ultrafast laser

pulses is on the time scale of chemistry itself,

and therefore precise control over the form and

delay of these pulses offers access to different

portions of a potential energy surface as a re-

action occurs. DSC is a technique that uses non-

resonant infrared laser fields to dynamically alter

a potential energy landscape during a photo-

chemical reaction. The application of this field

modifies the potential surface via the Stark ef-

fect, enhancing or inhibiting a specific reaction

channel. Importantly, it does sowithout inducing

any real electronic transitions to other potential

surfaces, which can lead to chemical reactions

other than the one of interest. DSC will be

general because the nonresonant Stark effect is

independent of the laser frequency and is ap-

plicable to all quantum systems.

The control of chemical reactions by lasers is

an area of great interest (1–3). Quantum control

can be viewed as chemistry where light is used

as a photonic reagent (4). By contrast, we ex-

perimentally demonstrated that the nonresonant

dynamic Stark effect participates in quantum

control by altering reaction barriers, as if it

were a photonic catalyst. Because all strong-

field approaches tacitly contain the dynamic

Stark effect, DSC can be considered as a fun-

damental element of the quantum control tool-

box (5). However, by exclusively utilizing the

dynamic Stark effect, DSC avoids the ionizing

fields that can produce numerous competing

processes, such as Coulomb explosion (6), en-

hanced ionization (7), and nonadiabatic multi-

electron ionization (8). Perturbative coherent

control approaches do not modify potential en-

ergy surfaces but rather use interference be-

tween two or more real electric dipole transitions

(1). Strong dipole coupling of states in nonper-
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0R6, Canada. 2Department of Physics, Queen’s University,
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turbative laser fields creates light-induced poten-

tials that lead to phenomena such as static and

transient bond hardening or softening (3, 9).

Optical pulses shaped by feedback-learning

algorithms (10) can optimize, via multiphoton

transitions, the yield of a chosen product, as

demonstrated in the strong-field ionization-

fragmentation of polyatomic molecules (11, 12).

Theoretical studies of laser catalysis (via elec-

tronic transitions) of ground-state collision pro-

cesses investigated the line shape for the

reaction probability as a function of optical

frequency (13,14) or, alternatively, considered

resonantly induced couplings during the colli-

sion (15). Moving wave packets between po-

tential energy surfaces can likewise be used to

avoid ground-state barriers (2).

To demonstrate DSC, we applied it to an

important class of photochemical reactions: non-

adiabatic processes. These processes, such as

internal conversion or intersystem crossing, entail

charge rearrangements that occur along a reaction

path at the intersections of potential energy

surfaces and act as triggers of the ensuing

chemistry. Nonadiabatic processes are of para-

mount importance in the biological mechanisms

of vision and photosynthesis and underlie the

photochemistry of almost all polyatomic mole-

cules (16). Chemical branching ratios in non-

adiabatic processes are very sensitive to the

intersection geometry, and therefore the dynamic

modification of these processes is an important

application of DSC. We specifically applied

DSC to the canonical example of a nonadiabatic

process, photodissociation of IBr (17–19).

The reaction is initiated by absorption of a visi-

ble photon, making the transition from the

ground state 1(X) to 2(B) (Fig. 1). The non-

adiabatic intersection between states 2(B) and

3(Y) leads to two chemically distinct, neutral

atomic channels: IBr Y I þ Br(2P3/2) and I þ
Br*(2P

½
). These Br and Br* atomic products have

different chemical reactivity and play an important

role in the destruction of ozone (20), especially in

the marine boundary layer (21). An infrared DSC

field was used to modify the curve-crossing

barrier at a specific time, thus promoting the

yield of one chosen product over another.

DSC of IBr photodissociation was demon-

strated by using a molecular beam technique.

Briefly described, a seeded supersonic jet of IBr

in argon was produced by expansion through a

200-mm-diameter glass capillary nozzle (Fig. 2).

Glass and polytetrafluoroethylene parts were

used exclusively to avoid the decomposition of

IBr. The reaction was initiated by a 100-fs laser

pulse centered at 520 nm, above the dissociation

limit for both channels. To achieve DSC, we

focused a time-delayed 1.7-mm infrared pulse,

150 fs in duration, to nonperturbative intensities

(22). To maximize the effects of DSC, we set

the laser intensity to just below the threshold for

ionization (i.e., below 1013 W/cm2).

Importantly, a third weak laser field was used

as the final probe of free neutral product for-

mation. About 60 ps after the pump and catalysis

pulses, free neutral ground-state iodine atoms

produced in the reaction were selectively de-

tected via (2þ1) resonance-enhanced multi-

photon ionization (REMPI) by using a 304.5-nm

pulse of 0.4-nm linewidth. Conservation of

energy and momentum dictate that the iodine

fragments from the Br* channel have a lower

velocity than those from the Br channel. There-

fore, measurement of the iodine atom kinetic

energy distribution permits unambiguous deter-

mination of the Br*/Br product branching ratio.

This approach avoids uncertainties in the relative

ionization cross sections of the chemically dis-

tinct Br and Br*. The velocity distribution of the

iodine fragments was measured by using velocity

map imaging (VMI), a charged-particle spec-

trometry technique that maps velocity to position,

permitting the measurement of three-dimensional

fragment velocity distributions (23).

A typical fourfold symmetrized velocity-

mapped image was obtained under control-free

conditions (i.e., 520-nm initiation and 304.5-nm

I-atom probe beams only) and is presented along

with its associated Abel inverted reconstruction

and speed distribution (Fig. 2). The field-free

branching ratio is Br*/Br 0 3.5, in good agree-

ment with previous measurements (24). Changes

in the branching ratio due to the application of

the infrared (IR) control field are easily and

accurately determined from the VMI recon-

structed speed distribution.

The mechanism underlying DSC_s ability to

reshape the potential energy barriers is the

Fig. 1. DSC of IBr disso-
ciation. An excited state
wavepacket traversed a
nonadiabatic crossing, cor-
relating to either Br(2P3/2)
or Br*(2P½) products. As
the bond was breaking,
an ultrafast IR field was
used to dynamically mod-
ify the adiabatic potential
barrier (inset) via the Stark
effect, mediating the re-
action outcome. Because
no transitions to other elec-
tronic states were involved,
the system always re-
mained on these two cou-
pled potentials.

Fig. 2. Experimentaldem-
onstration of DSC of IBr
dissociation. Dissociation
of jet-cooled IBr was ini-
tiated with a 520-nm fs
pulse. A delayed 1.7-mm
fs control pulse was ap-
plied, modifying the reac-
tion barrier and leading
to a change in the chem-
ical branching ratio. Long
after dissociation, free
neutral ground-state io-
dine atom products were
ionizedwithanarrowband
304.5-nm laser. The recoil-
ing ions were dispersed
through the ion optics of
a VMI spectrometer and
imaged by a detector, and
their velocity distributions
were reconstructed. The
iodine recoil velocity distri-
bution directly reveals the
Br*/Br branching ratio. The
inner ring of the image
corresponds to IþBr*,
whereas the outer corresponds to IþBr production.

REPORTS

www.sciencemag.org SCIENCE VOL 314 13 OCTOBER 2006 279



nonresonant dynamic (or AC) Stark effect (25).

This effect is similar to the well-known static

(or DC) Stark effect but with several important

distinctions. Infrared laser frequencies in the

nonresonant 1.5- to 2-mm region are large with

respect to rotational and vibrational frequencies

but small with respect to electronic transition

frequencies, and, hence, no single photon

transitions can occur. In this situation, the

dynamic Stark effect can be insensitive to the

laser frequency, following instead the intensity

envelope of the pulse (26). This property

produces a quasi-static energy-level shift that

reversibly follows the envelope of the laser

pulse, avoiding all real electronic transitions

(including ionization). The reaction Hamiltonian

returns to its field-free form after the DSC pulse

has passed, and, in this sense, DSC modifies the

propagator during the propagation. Ultrafast

lasers can produce vastly higher fields and more

rapidly varying intensity envelopes than can DC

electric field sources; therefore, they have the

capacity to strongly shape a specific potential

energy landscape on ultrafast time scales.

State intersection problems can be considered

in two representations, the diabatic and the adia-

batic, which are connected by a unitary transfor-

mation. In the limit of slow velocity along the

reaction coordinate, the system follows the

adiabatic potential. In the limit of high velocity,

it follows the diabatic potential. The Landau-

Zener (LZ) formalism offers insight into how

DSC affects the curve-crossing probability (27).

The simple LZ formula gives the probability for

nonadiabatically hopping from one surface to

another: P 0 expAj2pV
23
2/v¯

R
EV

2
(R) j

V
3
(R)^Z, where R is the reaction coordinate, v

is the reaction coordinate velocity, V
23

is the

coupling between the channels, and the V
i
terms

are the diabatic potential energy surfaces. In IBr,

the two diabatic curves correlate to atomic states

that are not dipole coupled, and estimates

suggest that the dipole coupling between these

diabats is small compared with all other cou-

plings (28). The parameters on which P depends

are all influenced by the dynamic Stark effect. A

key effect is the differential Stark shifting of

the diabatic potential energy surfaces, which

displaces the crossing point so that the coordi-

nate velocity at the intersection is altered. DSC

can also be understood in terms of the adi-

abatic potentials as A
2,3

0 ½(V
2
þ V

3
) T

½

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðV2jV3Þ2 þ 4V 2

23

q
. The adiabatic potential

barriers rise and fall as the diabats are Stark
shifted, altering the wavepacket velocity and

hence the hopping probability. Therefore, the

simple LZ formula suggests that one can expect

sensitive catalytic control by altering the barrier

at the intersection.

The raw I-atom speed distributions were

plotted as a function of control pulse delay, Dt
(Fig. 3). A key point is that at all delay times the

recoil velocities of the I atom fragments remain

essentially constant (i.e., follow vertical lines),

demonstrating that IR control field has not

excited new electronic states. There are two

time delays when the reaction is critically sen-

sitive to the control field: during initiation and

during traversal of the crossing point. If the

applied control pulse is simultaneous with the

initiation pulse, the reaction begins on a Stark-

shifted surface. The Stark lowering of the ground

state has an effect equivalent to spectrally red-

shifting the initiation wavelength. The result is

that, as the control pulse fades, the wavepacket

velocity is transiently reduced at the crossing

point, decreasing the hopping probability and

enhancing the Br channel. Application of the

control pulse during traversal shifts and lowers

the adiabatic barrier, thereby increasing the

Landau-Zener hopping probability and thus

production of Br*. Alternatively, in the diabatic

picture, the crossing point shifts in the field,

leading to a modified velocity at that point.

DSC is demonstrated by the variation of the

overall integrated Br*/Br branching ratio as a

function of IR pulse delay, Dt (Fig. 4). At early
and late times, the speed distribution is identical to

that of the molecule under field-free conditions.

This result demonstrates the truly reversible nature

of the DSC interaction: There are no real electronic

or ionizing transitions due to the application of the

control pulse.Application of the control field atDt 0
0 fs results in a 60% enhancement of Br yield at the

expense of the Br* channel. Conversely, during

control atDt 0 300 fs (traversal of the crossing), the

reaction favors Br* production by more than 30%.

The peak-to-valley contrast is over 90%, and,

importantly, control is exerted on 100% of the re-

acting population. The experimental result is com-

pared with numerical simulations based on a three-

state split-operator approach, described elsewhere

(29). The maximal Stark shifts used in the simula-

tions are þ0.125 eV for the diabatic Y3Sj(Oþ)

state and –0.022 eV for the diabatic B3P(Oþ)

state. The simulation results are in good agreement

Fig. 4. Theoretical and ex-
perimental fractional changes
in the branching ratio Br*/Br.
The branching fraction ismea-
sured by taking the ratio of
the integrated intensities of
the two peaks in Fig. 3 as a
function of Dt, the control-
pulse time delay.

Fig. 3. Experimental iodine velocity
distributions showing the two exit chan-
nels as a function of control pulse time
delay. At each time delay Dt, the
distribution is measured as in Fig. 2.
By changing the control pulse delay,
the branching fraction at the non-
adiabatic crossing can be drastically
altered. The smaller radius (velocity)
corresponds to Br*; the higher, to Br. At
early and late delays, the field-free
branching ratio is observed, demon-
strating the reversible nature of the
DSC interaction.
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with experiment, and although the polarizabilities

of the (relativistic) IBr states are difficult to

calculate (30), DSC will always be possible if

there are differential polarizabilities between states.

We have shown that the nonresonant dynam-

ic Stark effect can be used to dynamically alter a

potential energy barrier in a photochemical reac-

tion, promoting the formation of a given product.

Variants of DSC that incorporate Raman pump-

ing will be applicable to ground-state reactions.

Pulse-shaping methods from the quantum con-

trol toolbox will also prove useful. For example,

implementing DSC with adaptive-feedback

techniques will lead to the design of custom-

shaped Stark-control laser pulses. As well, it will

be possible to use interference effects in DSC to

alter, for example, excited-state lifetimes (29).

The frequency independence, the avoidance of

excited state chemistry, and the universal

applicability of the nonresonant dynamic Stark

effect should prove important for scaling DSC

to larger and more complex systems.
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Coherent Dynamics of Coupled Electron
and Nuclear Spin Qubits in Diamond
L. Childress,1* M. V. Gurudev Dutt,1* J. M. Taylor,1 A. S. Zibrov,1

F. Jelezko,2 J. Wrachtrup,2 P. R. Hemmer,3 M. D. Lukin1†

Understanding and controlling the complex environment of solid-state quantum bits is a central
challenge in spintronics and quantum information science. Coherent manipulation of an individual
electron spin associated with a nitrogen-vacancy center in diamond was used to gain insight into its
local environment. We show that this environment is effectively separated into a set of individual
proximal 13C nuclear spins, which are coupled coherently to the electron spin, and the remainder of
the 13C nuclear spins, which cause the loss of coherence. The proximal nuclear spins can be
addressed and coupled individually because of quantum back-action from the electron, which
modifies their energy levels and magnetic moments, effectively distinguishing them from the rest
of the nuclei. These results open the door to coherent manipulation of individual isolated nuclear
spins in a solid-state environment even at room temperature.

T
he controlled, coherent manipulation of

quantum-mechanical systems is an im-

portant challenge in modern science and

engineering (1). Solid-state quantum systems

such as electronic spins (2–10), nuclear spins

(11, 12), and superconducting islands (13) are

among the most promising candidates for re-

alization of qubits. However, in contrast to iso-

lated atomic systems (14), these solid-state

qubits couple to a complex environment, which

often leads to rapid loss of coherence and, in

general, is difficult to understand (15–19).

We used spin-echo spectroscopy on a

single-electron solid-state qubit to gain insight

into its local environment. We investigated a

single nitrogen-vacancy (NV) center in a high-

purity diamond sample and showed that its

electron spin coherence properties are deter-

mined by 13C nuclear spins. Most importantly,

we demonstrated that the electron spin couples

coherently to individual proximal 13C spins. By

selecting an NV center with a desired nearby
13C nucleus and adjusting the external magnetic

field, we could effectively control the coupled

electron-nuclear spin system. Our results show

that it is possible to coherently address in-

dividual isolated nuclei in the solid state and

manipulate them via a nearby electron spin.

Because of the long coherence times of isolated

nuclear spins (20), this is an important element

of many solid-state quantum information ap-

proaches from quantum computing (11, 12) to

quantum repeaters (21, 22).

Spin echo is widely used in bulk electron

spin resonance (ESR) experiments to study

interactions and to determine the structure of

complexmolecules (23). Recently, local contact

interactions were observed between single-NV

electronic spins and the nuclear spins associated

with the host nitrogen and the nearest-neighbor

carbon atoms (3, 24). In the latter case, coherent

dynamics of electron and nuclear spins were

observed (3). We show that coherent coupling

extends to separated isolated nuclei, which nom-

inally constitute the electron environment and

couple weakly to the electron spin.

The NV center stands out among solid-state

systems because its electronic spin can be

efficiently prepared, manipulated, and mea-

sured with optical and microwave excitation

(2). The electronic ground state of the NV cen-

ter is a spin triplet that exhibits a 2.87-GHz zero-

field splitting, defining the ẑz axis of the electron

spin (Fig. 1A). Application of a small magnetic

field splits the magnetic sublevels m
s
0 T1,

allowing selective microwave excitation of a

single spin transition.

Our observations can be understood by con-

sidering how the NV electron spin interacts
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