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ABSTRACT

Time-resolved photoelectron spectroscopy in combination with ab initio quantum chemistry calculations was used to study
ultrafast excited state dynamics in formamide (FOR), N,N-dimethylformamide (DMF), and N,N-dimethylacetamide (DMA) follow-
ing 160 nm excitation. The particular focus was on internal conversion processes within the excited state Rydberg manifold and
on how this behavior in amides compared with previous observations in small amines. All three amides exhibited extremely rapid
(<100 fs) evolution from the Franck-Condon region. We argue that this is then followed by dissociation. Our calculations indicate
subtle differences in how the excited state dynamics are mediated in DMA/DMF as compared to FOR. We suggest that future
studies employing longer pump laser wavelengths will be useful for discerning these differences.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5079721

I. INTRODUCTION

Amine- and amide-based motifs occur frequently in
important biomolecular systems such as amino acids, pep-
tides, the DNA bases, and plant phenylpropanoids. Develop-
ing a better understanding of the physical and chemical role
these small subunits play within the larger biological environ-
ment is therefore of considerable significance. One key char-
acteristic is their resistance to damage following ultraviolet
(UV) absorption. Mechanisms facilitating excess energy

redistribution within electronically excited amine and amide
chromophores are consequently of much interest, and a
recurring theme in many investigations is the role played by
low-lying singlet excited states of mixed Rydberg/valence
composition.’? Such states are now known to be common
to a broad range of small hetero-atom containing systems,
typically exhibiting predominantly 3s orbital character in the
Franck-Condon region but developing ¢* valence character
as N—H, O—H, or S—H bonds are extended. Mixed Ryd-
berg/valence states therefore potentially act as “dynamical
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doorways” for nonadiabatic radiationless transitions back to
the Sp ground state.> UV photoprotection mechanisms are
based on the excess ground state vibrational energy being
then dissipated harmlessly into the surroundings.

The evolution of 3s Rydberg to ¢* valence character has
been the subject of extensive study, as illustrated, for example,
in detailed reviews by Ashfold et al.” and Roberts and Stavros.?
Recent time-resolved photoelectron imaging measurements
concluded, however, that the very long (>10 ps) excited state
lifetimes seen in a series of tertiary aliphatic (i.e., unsaturated)
amines are a consequence of the 3s state in these systems
avoiding ¢* valence character. In contrast, secondary and pri-
mary aliphatic amines exhibit sub-picosecond decay of the 3s
state, as o valence character readily develops at extended
N—H distances.“® This is illustrated, for example, when com-
paring dynamics observed in piperidine (a secondary aliphatic
amine) and N-methylpyrrolidine (a tertiary species). In both
cases, excitation at 200 nm populates a member of the 3p
Rydberg manifold, which is followed by rapid (<400 fs) inter-
nal conversion to the 3s state. This subsequently decays in
<200 fs in piperidine and 160 ps in N-methylpyrrolidine. Sup-
porting ab initio calculations also indicate differences in Ryd-
berg state evolution of valence character in tertiary versus
secondary/primary aliphatic amines. In both systems, mem-
bers of the 3p manifold (but not the 3s state) appear to develop
o* character upon N—C bond extension (a factor mediating the
aforementioned 3p to 3s internal conversion). In contrast, 3s
to ¢* evolution is only seen along N—H bonds (a coordinate
absent in tertiary species). Expanded discussions of this effect
may be found elsewhere.*©

The situation outlined above is complicated further by
the fact that aromatic amines display different behavioral
trends. Here, 3s Rydberg states in both tertiary and pri-
mary/secondary systems appear able to develop ¢* character
at extended N—H or N—CH3 distances. This is highlighted, for
example, in recent time-resolved photoelectron imaging work
comparing N,N-dimethylaniline (a tertiary system) with ani-
line and 3,5-dimethylaniline (primary systems).”# The intro-
duction of n-bonding and conjugation therefore appears to
exert significant new influences over electronic state char-
acter as a function of nuclear coordinates. This idea is fur-
ther reinforced by recent preliminary theoretical investiga-
tions exploring the effect of unsaturated chemical function-
ality on Rydberg-to-valence evolution within a series of model
amine systems.® Systematic placement of C=C double bonds
in close proximity to the amine N atom center appears to mod-
ify dynamical behavior in tertiary species, with 3s to ¢* evolu-
tion beginning to occur as states of nx* character intersect the
Rydberg manifold. Similar proximity effects have recently
been argued in the nonadiabatic dynamics of acrylonitrile and
its methyl-substituted derivatives.®

In the following, we present a time-resolved photoelec-
tron spectroscopy (TRPES) study of the nonadiabatic pro-
cesses operating in formamide (FOR), N,N-dimethylformamide
(DMF), and N,N-dimethylacetamide (DMA), schematic struc-
tures of which are illustrated in Fig. 1. The dynamical influ-
ence exerted by the proximity of the carbonyl C=0O group
to the N—H; or N—(CHs), centers was investigated at a
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Formamide N,N-dimethylformamide N,N-dimethylacetamide
(FOR) (DMF) (DMA)

FIG. 1. Schematic structures of all three amide species studied. On the basis of
previously reported ab initio calculations (see Ref. 58 and references therein), we
may assume no tautomers other than the keto forms depicted here will be present
under our experimental conditions.

vacuum ultraviolet (VUV) pump wavelength centered at
159.4 nm (7.78 eV). Based on previously reported spectro-
scopic' %1% and theoretical'>-21 studies, in FOR, this is known
to directly excite both a member of the 3p Rydberg manifold
and a nin* valence state associated with the C=0 group. In
DMF and DMA, these absorption bands are red-shifted rela-
tive to FOR,"?"% and members of the 3d Rydberg series also
become energetically accessible.2022

Il. METHODS

A. Experimental

The experimental setup has been described in detail else-
where.?*2% Pump and probe pulses were derived from the fun-
damental output of a 1 kHz commercial laser system (Coherent
Legend Elite Duo) delivering 35 fs full-width at half-maximum
(FWHM) pulses with a central wavelength of 800 nm. A com-
ponent of this output (0.75 mJ/pulse) was used to gener-
ate the probe pulses (267 nm, 2.5 uJ/pulse) by frequency
tripling through two consecutive f-barium borate crystals.
Pump pulses were generated using a larger fraction of the
800 nm beam (2.75 mJ /pulse), which was further split into two;
one part (1.75 mJ /pulse) was frequency tripled to make 267 nm
(130 uJ /pulse), while the other part (1 mJ /pulse) was left as the
fundamental. These two beams were then focused and over-
lapped in a shallow noncollinear geometry inside a gas cell
containing 40 mbar of Ar, which was slowly replenished by
a needle valve-controlled flow. A four-wave mixing scheme,
previously demonstrated by Noack and co-workers,?526 pro-
duced the fifth harmonic of the fundamental in the VUV region
(159.4 nm, estimated at ~0.5 uJ/pulse). This was then sepa-
rated from the residual 267 nm and 800 nm driving beams
using a series of dichroic mirrors with high reflectivity at
160 nm. The VUV pump and UV probe pulses were focused
by separate curved aluminum mirrors before being collinearly
overlapped using a final dichroic mirror. As illustrated in
detail previously,?*>2?% VUV pump generation and all subse-
quent beam steering and separation/combination took place
inside the gas cell itself, which included a breadboard base for
mounting optical components. All optomechanical and elec-
trical hardware were selected to be high vacuum compatible
to reduce outgassing and hence the presence of hydrocar-
bon contaminants. The gas cell was coupled directly to the
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spectrometer via a thin (0.5 mm) CaF, window, the choice of
which resulted in minimal dispersion of the VUV pulse. Tem-
poral delay of the probe relative to the pump (At) was con-
trolled by an automated high-precision delay stage placed in
the probe beamline.

The velocity-map imaging (VMI) spectrometer utilized
for TRPES measurements consisted of differentially pumped
molecular beam source and main (interaction) chambers.
Seeded sample mixtures were generated by passing 1.3 bars
of He carrier gas through a cartridge within a pulsed valve
containing small filter paper sections soaked with either FOR,
DMF, or DMA (Sigma-Aldrich, >99.5% purity). A molecular
beam of the resulting mixture was introduced into the source
chamber by a pulsed (1 kHz) Even-Lavie valve (regulated at
60 °C). This was then skimmed (1.0 mm orifice) before enter-
ing the interaction region, where multiphoton ionization of
the sample by the pump/probe pulses took place between
the repeller and extractor lens elements of a VMI electrode
assembly. Photoelectrons generated were accelerated along
a short flight-tube before impacting upon a 40 mm diame-
ter dual microchannel plate detector backed by a phosphor
screen (P47). This was then imaged by a charge-coupled device
(CCD) camera using achromatic relay optics. Background sub-
traction consisted of two corrections: (i) lonization of residual
gas in the main chamber was accounted for by deliberately
mistiming the molecular beam and laser pulses at each pump-
probe delay and subtracting the resulting signal; (ii) ionization
due to the pump and probe pulses alone was removed by sub-
tracting an average of the signals obtained at negative time
delays. A fast matrix inversion method was used to process the
corrected images,?” providing data in a form suitable for sub-
sequent angle-, time- and energy-revolved analysis. Repre-
sentative, background-subtracted, Abel-inverted images from
pump-probe delays close to At = 0 are presented in Fig. 2. The
pump-probe cross-correlation (83-97 fs FWHM) was obtained
independently from nonresonant (1 + 1') ionization of Xe, and
these data were also used for pixel-to-energy calibration.
Prior to commencing photoelectron collection, the spectrom-
eter was switched to ion detection mode and the He back-
ing pressure /temperature and timing conditions of the pulsed
valve were carefully tuned to ensure no signals from clusters
were observed.

FOR DMF
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Temporal evolution of the angular anisotropy present in
the VMI data was analyzed using the appropriate expression
for (1 + 1) ionization with parallel linear polarizations?®-3°

S(E, At)
4

I(E, At, 6) = [1+B2(E, At)Po(cos 6) + B4(E, At)P4(cos 6)].

™

Here Pyp(cos ) are the nth-order Legendre polynomials, and
B2 and B4 are the anisotropy parameters describing the shape
of the observed photoelectron angular distribution (PAD). The
angles 0 = 0° and 180° lie along the direction of laser polariza-
tion.

A global fitting routine, described previously,>’ was
used to model the time-dependent dynamics of the excited
molecules. Briefly, angle-integrated photoelectron spectra
S(E, At) are modeled by n exponentially decaying func-
tions P;(At) that are convolved with the experimental cross-
correlation g(At),

S(E,At) = Y7 AV(E) - Pi(AD) ® g(AD), @)

The global fit returns the 1/e decay lifetime t; and the energy-
dependent amplitudes A;(E) for each P;j(At), providing a decay
associated spectrum (DAS) attributable to a dynamical process
operating on a specific timescale. Since this is a parallel model
(i.e., all fit functions originate from At = 0), any negative ampli-
tude present in the DAS is indicative of a sequential dynamical
process, as detailed elsewhere.3'.32

B. Computational

In support of our experimental work, complementary
ab initio calculations were implemented using the Gaussian09
package.>> Ground state geometry evaluations of FOR, DMF,
and DMA were performed using density functional theory
(B3LYP)*#35 with an aug-cc-pVTZ basis set. Characteriza-
tion of these structures as minima was confirmed through
analytical Hessian calculations. Vertical singlet excited state
energies and (fully relaxed) oscillator strengths were obtained
using equation-of-motion coupled-cluster theory including
single and double excitations (EOM-CCSD /aug-cc-pVTZ).3¢
For comparison, time-dependent density functional theory

DMA

FIG. 2. (1 + 1’) photoelectron images obtained for all three amide systems at pump-probe delay times close to At = 0. Unwanted background signals have been subtracted
(see main text for more details) and the images are 4-fold symmetrized. The images have also been subjected to a matrix inversion procedure, described in Ref. 27. The
(linear) polarization direction of the 160 nm pump and 267 nm probe beams is vertical with respect to the figure.
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(TD-DFT) calculations were also undertaken (TD-CAM-
B3LYP/aug-cc-pVTZ).>7 Tables I and Il summarize the overall
results obtained and also include comparisons with various
values reported previously in FOR and DMF.

Potential energy cuts along the N—H stretching coordi-
nate of FOR were computed using EOM-CCSD /aug-cc-pVTZ
and TD-CAM-B3LYP/aug-cc-pVTZ for the H atom furthest
from the amide C=0O group. These plots are presented in
Figs. 3(a) and 3(b), respectively. The qualitative agreement
between the two approaches is excellent and, given this
outcome, potential cuts along the analogous N—CHjs coor-
dinate in DMF and the N—CO coordinate in FOR were
also then evaluated using the less computationally inten-
sive TD-CAM-B3LYP /aug-cc-pVTZ approach—see Figs. 3(c)
and 3(d). The rest of the molecular framework was kept
rigid throughout bond extension in all cases. Many of the
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excited states were strongly mixed, making their assign-
ment nontrivial—particularly along the N—CO coordinate. In
order to assist with this inherent difficulty, natural transition
orbitals (NTOs)*® were computed at selected critical points
along each coordinate (TD-CAM-B3LYP /aug-cc-pVTZ). This
enabled dominant excited state orbital contributions to be
discerned more definitively. Key observations to highlight
in Fig. 3 are (i) the dissociative nature of the nn* state in
FOR along the N—CO stretch and (ii) the evolution of ¢*
valence character in the FOR 3s states at extended N—H
distances—something notably absent along the N—CHs coor-
dinate of DMF, where instead a member of the 3p Rydberg
manifold exhibits this behavior. As highlighted in the Introduc-
tion, these differences in Rydberg-to-valence evolution are
of considerable interest here. Overall, our calculations sug-
gest that primary and tertiary amides exhibit similar behav-
ior to their aliphatic (rather than aromatic) amine analogues.
Given the extensive state mixing, however, such interpreta-
tions are challenging—as evident from the differences between
our potential cut assignments and those given for DMF by
Shastri et al. (also using a DFT approach)?? and Lipciuc et al.
(using complete active space with second order perturbation
theory).>® Nevertheless, our use of the NTO approach sup-
ports the confidence we have in our Rydberg-to-valence anal-
ysis over the relatively short-range bond extensions sampled,
particularly along the N—H and N—CH3s bonds.

Experimental photodissociation studies of DMF following
193.3 nm (6.41 eV) excitation have concluded that fragmenta-
tion along both the N—CO and N—CHj3 coordinates are ener-
getically open channels.>>*1 This suggests that the absolute
energies returned by our present calculations are too high, as
the relevant dissociative states are predicted to sit above this
point. Where comparisons can be made to experimental val-
ues (see Tables I and I1), the EOM-CCSD and TD-CAM-B3LYP
approaches overestimate the state energies by an average of
0.30 and 0.13 eV, respectively, in FOR and by 0.50 and 0.37 eV
in DMF.

Ill. EXPERIMENTAL RESULTS
A. Photoelectron spectra

Time-resolved photoelectron spectra are presented in
Fig. 4. Given the total available photon energy for (1 + 1') ion-
ization in our experiment (7.78 eV + 4.65 eV = 12.43 eV), the
expected maximum photoelectron kinetic energy cut-offs for
ionization correlating to the cationic ground state in FOR
and DMF are 2.21 eV and 3.38 eV, respectively. These values
are based on accurately determined adiabatic Dy ionization
potentials (IP) of 10.22 eV and 9.05 eV (see Leach et al.*? and
references therein). Small signals extending beyond the pre-
dicted cut-offs are due to minor contributions from (1 + 2’)
ionization. The adiabatic IP of DMA has not been reported,
although the vertical IP (9.09-9.20 eV) is known to be very
similar to that of DMF (9.14-9.25 eV).“*%7 This appears to
be reflected in the highly comparable DMF and DMA photo-
electron spectra. Additionally, we note ionization to the Dy
cation state is also an energetically open channel, as the D;-Dg
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FIG. 4. (Left) 2D time-dependent pho-
toelectron spectra of FOR, DMF, and
DMA obtained using a 160/267 nm
pump/probe. White vertical dashed lines
(FOR and DMF only) denote predicted
(1 + 1) energy cut-offs, as discussed
in the main text. (Right) Energy slices
through the 2D data at selected pump-
probe delay times. Multiple narrow peaks
superimposed on a broader background
are clearly visible in all cases.
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energy separation gap is relatively small (<0.5 eV).104246-48
In FOR, the Dy and D; states are of n~! and n~! character,
respectively, whereas this situation is reversed in DMF and
DMA.45-47

The time-resolved photoelectron spectrum of FOR shows
a strong peak centered at 2.1 eV. The narrow width of this
feature suggests a significant propensity for Av = O transi-
tions (where v is a generalized, non-mode-specific vibrational
quantum number), indicating this is likely due to Rydberg state
ionization.“® Below 1.8 eV, a broad, mostly unstructured band
is prominent, indicative of ionization from a valence state. This
broad band is also clearly seen in the time slices presented in

Photoelectron kinetic energy (eV)

the right-hand panels of Fig. 4, but a suggestion of two nar-
row peaks on top of this broader feature is present at 1.1 eV
and 1.4 eV. In contrast, the photoelectron spectrum of DMF
shows three distinct narrow bands centered at 2.9 eV, 2.1 eV,
and 1.5 eV, with a much less prominent broad band at lower
electron kinetic energy. In DMA, two distinct peaks as well as
two shoulders, one at high energy and one at low energy, can
again be distinguished. The shoulders are situated at 3.3 eV
and 1.6 eV, whereas the narrow bands are centered at 2.3 eV
and 2.9 eV, respectively. Similar to FOR, the width of the nar-
row peaks and shoulders suggests ionization from Rydberg
states.
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In FOR, 159.4 nm (7.78 eV) strongly excites a single
member of the 3p Rydberg manifold.’%" Specifically, this
is through the n-3px transition (see experimental values in
Table I) and we assume here this is the only Rydberg transi-
tion directly prepared by the pump. This spectral region addi-
tionally contains some contributions from nz* valence excita-
tion, which gives rise to the broader underlying photoelectron
background. The narrow peaks at 1.1 eV and 1.4 eV could sug-
gest lower-lying Rydberg states, based on the aforementioned
propensity for Av = 0 ionization. Alternatively, they could be
due to vibrational structure. As summarized in Table I, the
energy gap between the n-3py state and the lower-lying n-
3s state is ~1 eV, which means that the n-3s state would be
expected to exhibit a narrow photoelectron feature at 1.1 eV,
exactly matching a peak in the broad lower band of Fig. 4. The
lower-lying n-3s state will ionize preferentially to the D; cation
state, however, as a consequence of Koopmans’ correlations>°
and is thus expected at 0.4 eV where no discernible peaks
are present. The small peak at 1.4 eV could potentially per-
tain to the dark n-3py state estimated to sit 0.3 eV below the
initial excitation by the EOM-CCSD calculations. This would
also ionize preferentially to the D; cation state, yielding a
kinetic energy close to 1.4 eV. There is, however, significant
uncertainty associated with the energy of this (dark) state rel-
ative to the initially excited state, with different computational
methods yielding substantially different relative energies (as
indicated in Table I). Any potential internal conversion mech-
anisms among Rydberg states suggested by the narrow peaks
at 11 eV and 14 eV will be discussed below, following our
presentation of a more detailed data analysis.

In the cases of DMF and DMA, definitive assignment of any
initially prepared Rydberg states is more challenging than in
FOR, although the VUV absorption spectrum of DMF reported
by Shastri et al. shows that members of the 3d manifold will be
predominantly excited.?? As will be confirmed below by our
DAS analysis in Sec. [l C, 3d excitation would lead directly
to the relatively weak ionization feature centered at 2.9 eV
and including signal up to the 3.3 eV cut-off (which is asso-
ciated with vibrationally excited population of this state). The
narrow band observed in the temporal slices in Fig. 4 at 1.5 eV
in DMF then suggests that internal conversion is to the n-3s
Rydberg state, 1.8 eV (3.3 eV — 1.5 eV = 1.8 eV) below the ini-
tial excitation (once again assuming a strong Av = 0 ionization
propensity for Rydberg states). The n-3s Rydberg state is also
predicted to give rise to a feature very close to this value, at a
kinetic energy of 1.4 eV, based on the vertical excitation energy
from the absorption spectrum assignment and the propen-
sity for the n-3s state to ionize preferentially to D;. We note
that the high-level EOM-CCSD calculations predict the n-3s
state to sit 0.8 eV above the n-3s state, similar to the >0.5 eV
gap predicted by the CASPT2 calculations.®>® Assignment of
this state based on energetics alone must therefore be taken
with considerable caution. The narrow bands at 2.9 eV and
2.1 eV cannot be assigned to specific states, as a congested
Rydberg manifold exists below the initial excitation energy.
Based on our calculations, the 2.1 €V band most likely corre-
sponds to a 3p state, and the 2.9 eV band could be either a 3p
or 3d state.

ARTICLE scitation.org/journalljcp

The shoulder seen in the DMA photoelectron spectrum
at 3.3 eV corresponds to the initial excitation. Given the sim-
ilarities between DMA and DMF, this most likely pertains to
ionization of a 3d Rydberg state. The lower energy bands at
2.9 eV and 2.3 eV cannot confidently be assigned, but most
likely these correspond to ionization from 3p and /or 3d states.
The shoulder at 1.6 eV matches the n-3s Rydberg state.

B. Photoelectron angular distributions (PADs)

The time- and energy-dependence of the f, and f4
parameters obtained from fitting our TRPES data using Eq. (1)
are presented in Fig. 5. No clear distinct features are observed
in FOR. The diffuse valence band in FOR below 1.8 eV has f»
and B4 parameters of 0.6 and 0.0, respectively, consistent with
the low anisotropies previously observed for valence states.>
The B, value associated with the sharp Rydberg band in the
photoelectron spectrum at 2.1 eV is approximately 0.4, with
an associated B4 value close to 0.2. The nonzero p4 value is
consistent with the assignment of ionization from 3p Rydberg
state, although the relatively low B, anisotropy is somewhat
surprising here, considering previous f2 anisotropies associ-
ated with 3p Rydberg state ionization in amines.>® At a first
(i.e., atomic-like) level of approximation, angular momentum
conservation (Al = +1) means that single-photon ionization
of a 3s Rydberg state should only give rise to p photoelec-
tron partial waves and thus a B4 value of zero.! In con-
trast, however, ionization of atomic-like 3p Rydberg states
will give rise to both s and d photoelectron partial waves,
with the resulting PAD being dependent on the amplitudes
and associated relative phase of these individual contributions.
Nonzero (4 anisotropies are thus consistent with ionization
of 3p Rydberg states. The same is true, in principle, for 3d
Rydberg states where p and f photoelectron partial waves will
be produced. As with p-state ionization, this can clearly yield
nonzero (34 anisotropies, although the significantly larger cen-
trifugal barrier encountered by f partial waves means their
overall contribution may be minor relative to the p-wave com-
ponent, leading to rather small amplitude B4 contributions
close to the ionization threshold.>! This assertion helps to
rationalize why B4 can be zero in certain cases, although it
is important to state this is far from a universal condition
(as evidenced, for example, in the Rydberg state ionization of
NH3).52

The DMF anisotropy plots show one particularly dis-
tinct region of significant photoelectron anisotropy, centered
at 2.1 eV and exhibiting p, and B4 values of 0.9 and 0.2,
respectively. This is associated with the high-intensity 3p/3d
Rydberg band also identified in the photoelectron spectrum
(see Fig. 4). On either side of the region close to 2.1 eV, the
Rydberg state peaks at 2.9 eV (3d) and 1.5 eV (3s) are associ-
ated with much lower B, values of ~0.5 and p4 values close to
zero. For both the 3s and 3d Rydberg states, this is consis-
tent with the expectations of the simple atomic-like picture of
Rydberg state ionization outlined above. Finally, a similar dis-
tinct band, centered at 2.3 eV, is observed in the anisotropy
plots for DMA with (3, and B4 values up to 1.0 and 0.3, respec-
tively. The band at 2.9 eV and the shoulders at 3.3 eV and
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at close to zero pump-probe delay is also
overlaid in each case.
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1.6 eV are associated with f, values of ~0.5 and B4 values of
0.0, echoing the observations in DMF that the initially excited
3d Rydberg state and the low-lying 3s Rydberg state are asso-
ciated with nonzero B, values but a 4 value of zero. In partic-
ular, the zero B4 value of the 3s Rydberg states confirms their
assignment and, likewise, the similarities in $,/f4 values for
the inferred 3d Rydberg states in DMF and DMA strengthen
confidence in these assignments.

C. Decay associated spectra (DAS)

For all molecules considered here, two exponentially
decaying functions were required to globally fit the temporal

40 50 60

evolution of the observed photoelectron spectra using the
procedure described by Eq. (2). The DAS plots obtained are
presented in Fig. 6. In order to assess the overall quality of
the global fit, the associated residuals (i.e., the fit subtracted
from the raw data) are also included. These indicate no seri-
ous systematic errors. In all cases, the DAS exhibit extremely
fast 10-35 fs (ty) and 70-75 fs (12) components. Although these
time constants are short relative to the cross-correlations
(83-97 fs), these data cannot be described satisfactorily using
a simpler, single exponential decay fit (see Fig. 7 for illustra-
tive transient profiles at selected photoelectron kinetic ener-
gies). In FOR, both exponential components, in almost equal
ratio, appear necessary to describe the evolution of the narrow
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Rydberg state ionization peak centered at 2.1 eV, whereas the
1 = 10 fs component correlates predominantly to decay of
photoelectron signals at lower kinetic energy. The 1; = 70 fs
component has a relatively constant contribution across the
band below 1.8 eV. Moreover, the fact that the DAS amplitudes
do not display any narrow regions of negative signal indi-
cates no significant internal conversion is occurring between
the initially populated n-3px state and lower-lying members
of the Rydberg manifold. The likely origin of the narrow
peaks observed at 1.1 eV and 1.4 eV are therefore vibrational
progressions within the diffuse nn* valence band.

Photoelectron kinetic energy (eV)

In contrast to FOR, the overall shapes of the DAS for
DMF and DMA exhibit negative amplitudes in the t; compo-
nent, with narrow, peaked features being clearly visible. This
indicates that significant internal conversion processes are
occurring within the Rydberg manifolds of DMF and DMA. The
timescale associated with this internal conversion is, however,
slower (t; = 35 fs for DMF and 1; = 30 fs for DMA) than the
main decay of the lower-lying band in FOR (t; = 10 fs). The
decays of the high kinetic energy bands (and thus the initially
excited state) are, in all three systems, described by a combi-
nation of the two fitted components. This indicates multiple
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decay pathways out of the initially excited Rydberg state, with
neither a purely sequential model nor a purely parallel model
fully capturing the dynamics. It appears that only part of the
optically prepared population undergoes internal conversion
to lower-lying states as described by a sequential model, indi-
cating that an additional deactivation process is operative. The
inferred parallel processes are in good agreement with the
expectation that the initially excited state has mixed Rydberg-
valence character and therefore different dynamical path-
ways being available for the different excited state characters.
These pathways could include partial population transfer to
lower-lying Rydberg states, as well as direct dissociation or
intramolecular vibrational energy redistribution. Although we
note that large-amplitude nuclear motion on a single poten-
tial energy surface can also induce time-dependent features in
photoelectron spectra>® (which may be misinterpreted within
a 2D global fitting model as dynamics evolving across multiple
electronic states), we assume this is not a significant factor
here. This assertion is based on the narrow spectral features
seen in Fig. 4 displaying no energy shift (sweep) toward lower
kinetic energy in time, a phenomenon characteristic of large
amplitude motion.>35%

IV. DISCUSSION AND CONCLUSION

Following 160 nm excitation, all three amide systems
studied exhibit narrow photoelectron peaks, which are char-
acteristic of Rydberg state excitation and subsequent ioniza-
tion. This structure is superimposed on a broader spectral
background, which we assign to ionization of a nx* valence
state. These observations (Fig. 4) are fully consistent with
(i) the previously reported absorption spectra (discussed in
the Introduction) and (ii) the theoretical results presented in
Tables I and II. The emergent picture is further reinforced by
Fig. 5, which reveals that the narrow photoelectron bands in
Fig. 4 are associated with narrow regions of high photoelec-
tron anisotropy (consistent with Rydberg state ionization) in
DMF and DMA. The orbital character of the various Rydberg
states participating in the dynamics cannot be definitively
assigned from the PADs, but the energetic regions associated
with nonzero 4 anisotropies are consistent with the position

T shown.
0.2 0.3

Pump-probe delay (ps)

of the assigned 3p Rydberg states. Furthermore, the assign-
ment of narrow photoelectron peaks in DMF and DMA at the
expected energies for 3s Rydberg state ionization is corrobo-
rated through analysis of the PADs. In particular, the 4 values
of zero at these kinetic energies (see I'ig. 5) are in accord with
an atomic-like model of photoionization processes. This illus-
trates the mechanistic value of PADs provided by the highly
differential (i.e., energy- and angle-resolved) photoelectron
imaging approach.

In DMF and DMA, negative amplitudes observed in the
DAS provide clear evidence of sequential dynamics (see 7
components in Fig. 6), which we assume are due to ultrafast
internal conversion between different excited singlet states
(see Fig. 3). The narrow peaks with negative amplitude in
Fig. 6 indicate internal conversion within the Rydberg man-
ifold. Additionally, the broad band with negative amplitude
superimposed over the narrow peaks in the 1y components
also indicates internal conversion between the initially excited
Rydberg state(s) and states of valence character. Parallel deac-
tivation mechanisms are therefore in operation as the ini-
tially excited states are rapidly depopulated. Our calculations
suggest one parallel pathway leads to extremely rapid frag-
mentation along either the N—CO or N—CHj coordinates in
DMF and DMA. Additionally, these calculations indicate that
extension along the N—CO coordinate [see panel (c) of Fig. 3]
is a critical driver for all possible open dissociation chan-
nels, as this motion induces extensive state mixing. Popula-
tion transfer between members of the 3p/3d Rydberg man-
ifolds and the nn* valence state are therefore enhanced at
relatively short bond extensions (<1.6 A). The nx* state also
appears to provide a potential route to accessing the lower-
lying 3s and nxn* states at more extended N—CO distances.
Internal conversion to these states may then potentially com-
pete with direct N—CO bond cleavage, although it appears
that, in FOR, dissociation along this coordinate is dominant in
that we observed no population of lower-lying Rydberg states.
Figure 6 suggests that internal conversion does not occur
to any appreciable extent in FOR, as no negative amplitudes
in the DAS were observed. Nevertheless, the initially excited
n-3px Rydberg state exhibits a fast decay. Since our calcu-
lations suggest this state is bound with respect to the two
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principal dissociation coordinates (Fig. 3), we therefore spec-
ulate that internal conversion to either a lower-lying Rydberg
state or the nin* state must still be taking place. This presum-
ably occurs at geometries with extended bond lengths where
the probe laser photon energy is no longer sufficient to effi-
ciently ionize the system, and this evolution manifests in an
apparent ultrafast decay observed for the n-3px state.

For all three systems investigated, we see no evidence of
long-lived bound states as Fig. 4 shows no spectral features
extending beyond 300 fs. This is perhaps not surprising since
rapid, direct dissociation is expected to dominate, given the
high photon pump energy (7.78 eV) and the concomitant high
levels of vibrational excitation this generates subsequently to
internal conversion and/or intramolecular vibrational energy
redistribution. This view is further reinforced by the photo-
electron spectra in Fig. 4, which clearly display small but non-
negligible contributions from (1 + 2’) ionization [which exhibit
only rapid (<100 fs) dynamics]. Higher-order photon ioniza-
tion projects more deeply into the ionization continuum and
would be expected to reveal evidence of longer-lived popula-
tion (if present) in lower-lying states (e.g., triplets and recov-
ery of the Sp ground state). This is a consequence of Franck-
Condon effects being much less restrictive for a (1 + 2’) process
than for a (1 + 1) process. In FOR, the 3s states become disso-
ciative [panels (a) and (b) of I'ig. 3] and therefore very short-
lived (leading to H atom elimination). We see no direct evi-
dence of this state being populated to any significant extent,
however, as no narrow photoelectron peaks observed below
1.8 eV kinetic energy are associated with negative amplitudes
in the DAS. As discussed earlier though, we once again stress
that this distinct signature may not be visible in our measure-
ments if internal conversion occurs at highly extended bond
lengths where valence character dominates and /or the probe
photon energy becomes insufficient for ionizing the distorted
molecule (as discussed in more detail elsewhere>°).

For DMF (and, by extension, DMA), our calculations sug-
gest that prompt N—CHj dissociation is mediated by o*
valence character developing within the 3p Rydberg mani-
fold. This is in contrast to FOR, where N—H fission occurs
via 3s-to-¢* evolution. In both cases, however, some intercon-
version between different members of the Rydberg manifold
is a prerequisite for dissociation. This is also clearly observed
in the TRPES of DMF and DMA. Although extension along the
N—CO bond clearly plays a key role in driving the nonadiabatic
dynamics here, large amplitude motions of the central carbon
atom within the N—C—O plane seem to be less critical, given
the very similar dynamical timescales and behavior observed
in DMF and DMA (Fig. 6).

In summary, our studies reveal some similarities in the
ultrafast relaxation dynamics occurring in FOR, DMF, and DMA
following 160 nm excitation. Our supporting ab initio calcula-
tions suggest that all three systems will undergo rapid frag-
mentation. This is consistent with the very short (<100 fs)
excited state lifetimes we observe, although the TRPES mea-
surement is not able to directly observe the photofragment
products. Our calculations also reveal that there are key dif-
ferences in the mechanisms by which Rydberg-to-valence
evolution mediates electronic dynamics in small amide
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systems upon VUV excitation. In primary amides, 3s Ryd-
berg states appear to play a key role. In contrast, tertiary
amides seem to develop dissociative o* character more readily
within the 3p manifold. Although our experiments show clear
evidence for internal conversion between multiple Rydberg
states in DMF and DMA, the strong preference for ultrafast
molecular fragmentation means that we were unable to fully
discern subtle differences in their behavior (relative to FOR)
at the 160 nm pump wavelength employed. Exciting members
of the Rydberg manifold at longer wavelengths (200-170 nm)
would likely reveal more about these differences. Although
there are presently challenges associated with generating tun-
able fs pulses in this spectral region, new source developments
in this area will likely overcome this restriction.>%57 We con-
clude that a more complete understanding of the excited state
photophysics operating in simple amides must wait for these
source developments.
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