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The excited state non-adiabatic dynamics of polyatomic molecules, leading to the

coupling of structural and electronic dynamics, is a fundamentally important yet

challenging problem for both experiment and theory. Ongoing developments in

ultrafast extreme vacuum ultraviolet (XUV) and soft X-ray sources present new probes

of coupled electronic-structural dynamics because of their novel and desirable

characteristics. As one example, inner-shell spectroscopy offers localized, atom-specific

probes of evolving electronic structure and bonding (via chemical shifts). In this work,

we present the first on-the-fly ultrafast X-ray time-resolved absorption spectrum

simulations of excited state wavepacket dynamics: photo-excited ethylene. This was

achieved by coupling the ab initio multiple spawning (AIMS) method, employing on-

the-fly dynamics simulations, with high-level algebraic diagrammatic construction

(ADC) X-ray absorption cross-section calculations. Using the excited state dynamics of

ethylene as a test case, we assessed the ability of X-ray absorption spectroscopy to

project out the electronic character of complex wavepacket dynamics, and evaluated

the sensitivity of the calculated spectra to large amplitude nuclear motion. In particular,

we demonstrate the pronounced sensitivity of the pre-edge region of the X-ray

absorption spectrum to the electronic and structural evolution of the excited-state

wavepacket. We conclude that ultrafast time-resolved X-ray absorption spectroscopy

may become a powerful tool in the interrogation of excited state non-adiabatic

molecular dynamics.
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dÉcole Polytechnique Fédérale de Lausanne, Laboratoire de Spectroscopie Ultrarapide and Lausanne Centre for
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1 Introduction

Photo-excited polyatomic molecules oen exhibit complex dynamics involving
the redistribution of both electronic charge and vibrational energy. Their
dynamics are dominated by the non-adiabatic coupling of vibrational and elec-
tronic degrees of freedom, typically mediated by conical intersections. These
ultrafast excited state processes are variously called radiationless transitions,
electronic relaxation or internal conversion and are the primary steps in the
photochemistry of many polyatomic molecules as well as photobiological process
such as vision and photosynthesis. Ultrafast (femtosecond) pump-probe spec-
troscopies, wherein an excited state wavepacket is projected onto a set of nal
states as a function of time, provide powerful and intuitive means by which to
study these dynamics with a temporal resolution of the order of the natural
timescale for nuclear motion. A pertinent question to ask is how to choose
a specic method for a particular problem. For the case of excited state non-
adiabatic dynamics, the spectroscopic method should be sensitive to the degrees
of freedom under investigation – electronic and vibrational – as well as their
coupling. Prominent examples of techniques proposed to address this problem
include time-resolved photoelectron spectroscopy (TRPES),1,2 Time-Resolved High
Harmonic Generation (TR-HHG) spectroscopy,3–5 and two-dimensional electronic
spectroscopy.6,7

Recent years have seen the development of new ultrafast extreme vacuum
ultraviolet (XUV) and X-ray sources, both in laboratories and at large facilities
such as synchrotrons and free electron lasers.8–14 Such sources offer new probes of
ultrafast excited state dynamics with desirable characteristics.15–24 Practical
advantages of X-ray probes include high photon energies, which enable the
molecule to be probed during all aspects of its dynamics (including dissociation),
and the ability to directly obtain structural information from the spectrum.
Conceptually, the absorption of XUV and X-ray photons by a molecule results in
excitation from core-level orbitals which, unlike the valence-shell excitations
probed by UV photons, are highly localized in the vicinity of the nuclei. As such,
XUV and X-ray photons offer the unique possibility of atom-specic probes of
ultrafast electronic and vibrational dynamics.

The X-ray absorption spectrum is naturally split into two distinct regions: the
pre-edge region, corresponding to excitation to quasi-bound core-excited states
and the post-edge region, corresponding to direct above-threshold ionization to
continuum states. The post-edge part of the spectrum offers a wealth of structural
information about bond distances and angles, as well as coordination
numbers.25–28 In a similar vein, ultrafast X-ray scattering has also recently been
demonstrated as a powerful probe of structural dynamics following photo-exci-
tation.29–31 The pre-edge region results from transitions between the core-level
orbitals and the bound valence-level orbitals. As such, it provides information
about the electronic structure of the initial state.26,32,33 A key aspect of this paper is
the focus on the pre-edge part of the spectrum. The principal reason for doing so
is that the dominant core-to-valence transitions embedded in this part of the
spectrum are found to be particularly sensitive to the electronic character of the
excited-state wavepacket. Motivated by this, and a desire for sensitivity to both
electronic and structural dynamics, we present here a theoretical study of the use
118 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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of ultrafast pre-edge X-ray absorption spectroscopy in the study of excited state
non-adiabatic molecular dynamics.

In this discussion paper, we report time-resolved X-ray absorption spectra
(TRXAS) calculated by coupling the ab initio multiple spawning (AIMS) method,
employing on-the-y dynamics simulations, with high-level algebraic diagram-
matic construction (ADC) X-ray absorption cross-section calculations. An impor-
tant aspect of the AIMS approach is that it permits not only ‘on-the-y’wavepacket
propagation but also ‘on-the-y’ calculation of observables which may be directly
compared with experiment. To date, the only existing TRXAS calculation is that
reported by Penfold et al.,34 who calculated TRXAS spectra for a Cu(I)–phenan-
throline complex using a combination of multicongurational time-dependent
Hartree wavepacket propagations35,36 and linear-response time-dependent density
functional theory (LR-TDDFT) X-ray absorption cross-section calculations. This
work highlighted the sensitivity of the TRXAS to the structural dynamics.
However, the LR-TDDFT pre-edge spectrum calculations were restricted to
a single electronic state. This was due to the restrictions imposed by the LR-
TDDFT methodology, which is rigorously valid only for the lowest-lying state of
each spin multiplicity. Importantly, by using the ADC method to calculate X-ray
absorption cross-sections, we are able to extend the calculation of pre-edge TRXAS
spectra to include both ground and excited states.

To proceed, we calculate the dynamics of the fundamental diene, ethylene,
following excitation to its optically bright S2(pp*) state. As well as calculating the
TRXAS, we also calculate the TRPES using the same quantum dynamics simula-
tions. By doing so, we can compare and contrast the TRXAS, which probes the
core-level electrons, to a well established method (TRPES) which probes the
valence electrons, and investigate their respective sensitivities to excited state
non-adiabatic dynamics. We nd that the calculated TRPES and TRXAS contain,
in principle, the same information regarding the electronic and structural
dynamics. Importantly, however, this information is predicted to be encoded
more clearly in the TRXAS, making its interpretation signicantly more
straightforward.
2 Theory
2.1 Quantum dynamics simulations

We consider a system composed of f nuclear degrees of freedom Rk and n elec-
tronic degrees of freedom ri. In the AIMS method37 the ansatz for the total
molecular wavefunction |J(R, r, t)i reads

jJðR; r; tÞi ¼
Xns
I¼1

���cðIÞðR; tÞ�jIðr;RÞi: (1)

Here, |c(I)i denotes the nuclear wavefunction associated with the Ith electronic
state |Ii. The nuclear wavefunctions |c(I)i are further expanded in terms of sets of
f-dimensional frozen-width Heller-type Gaussian basis functions {g(I)j }:

��cðIÞðR; tÞ� ¼XNI

j¼1

C
ðIÞ
j ðtÞgðIÞj

�
R;a

ðIÞ
j ;R

ðIÞ
j ðtÞ;PðIÞ

j ðtÞ;gðIÞ
j ðtÞ

�
; (2)
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 119
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where a(I)j , �R
(I)
j and �P(I)j denote, respectively, f-dimensional vectors of the Gaussian

widths, positions and momenta associated with each nuclear coordinate Rk. The
positions �R(I)

j and momenta �P(I)j are taken to evolve according to classical equa-
tions of motion, whilst the phases g(I)

j are propagated semi-classically.37 The
equations of motion for the expansion coefficients C(I)

j are derived variationally via
the insertion of the wavefunction ansatz 1 into the time-dependent Schrödinger
equation. The electronic basis {|Ii} is chosen as the ns lowest-lying adiabatic
electronic states, and the nuclear coordinates R are taken as the full set of 3N
Cartesian coordinates.

The set of Gaussian basis functions {g(I)j } is adaptively increased during the
course of the AIMS calculation, in a process termed spawning, so as to be able to
describe non-adiabatic transitions between electronic states. Briey, when
a Gaussian basis function g(I)j enters a region of strong non-adiabatic coupling
between the electronic states |Ii and |Ji, additional basis functions g(J)j are created
in the Jth electronic state.37

2.2 Calculation of time-resolved photoelectron spectra

We consider ionization from a manifold of N-electron states |Ii to a manifold of
(N � 1)-electron states |ai. In order to simulate the time-resolved photoelectron
spectrum for a given system, we approximate the total photoelectron signal s(E, t)
at as an incoherent sum of contributions from the relative probabilities of ioni-
zation WIa evaluated at the centres �R(I)

j of each Gaussian basis function in the
corresponding AIMS calculation:

sðE; tÞ ¼
Xn0s
I¼1

Xnþs
a¼1

XNI

j¼1

���CðIÞ
j ðtÞ

���2WIa

�
R

ðIÞ
j ðtÞ

�
d
�
E �

�
u� DEI

a
�
R

ðIÞ
j ðtÞ

���
; (3)

Here, u is the photon energy of the laser pulse, DEI
a is the vertical energy

difference between |Ii and |ai, and n0s and n+s denote the number of neutral and
cationic electronic states, respectively. The d-function arises as we assume vertical
ionization. In the case of weak eld ionization that is well above the threshold, the
squares of the norms of the Dyson orbital fD

Ia,

fD
Ia ¼

ffiffiffiffiffi
N

p
hI jai; (4)

are qualitative estimates of the relative probabilities of ionization WIa,38 and it is
this approach that is taken in this work.

The calculated spectrum is broadened via convolution in the time domain
using a Gaussian function with a full width at half maximum (FWHM) corre-
sponding to the experimental cross-correlation between the pump and probe
laser pulses. Furthermore, in order to account for both the nite widths of the
Gaussian basis functions used in the AIMS calculations and the inherent reso-
lution of the experimental spectrum, the calculated spectrum is convoluted in the
energy domain using a Gaussian function with a FWHM s x O(10�1) eV.

It should be emphasized that the observable calculated according to eqn (3) and
(4) is only a crude, qualitative estimate of the true TRPES. In particular, it ignores the
structure of the continuum, the dipole selection rules, and the inter-channel coupling
due to electron correlation. Furthermore, since the nuclear wavepacket amplitudes
are accumulated incoherently, it cannot describe the vibrational ne structure of the
120 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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spectrum or vibrational wavepacket revivals. In general, the simulated TRPES spectra
discussed below would expected to reproduce the central energies and time delays of
the major, short-time, features of an experimental spectrum, but not their relative
intensities or the detailed, long-time vibrational dynamics.

2.3 Calculation of time-resolved X-ray absorption spectra

We consider core-excitation from a manifold of initial states {|Ii; I¼ 1,., ns}. We
approximate the time-resolved X-ray absorption spectrum (TRXAS) s(E, t) as an
incoherent sum of contributions calculated at the centres �R(I)

j of each Gaussian
basis function in the corresponding AIMS calculation:

sðE; tÞ ¼
Xns
I¼1

XNI

j¼1

���CðIÞ
j ðtÞ

���2sI

�
E;R

ðIÞ
j

�
: (5)

Here, sI(E; R) denotes the component XAS for the Ith electronic state evaluated
at the nuclear geometry R. The component spectra sI(E; R) are partitioned as
follows:

sI (E; R) ¼ s(b)I (E; R) + s(c)I (E; R), (6)

where s(b)I (E; R) denotes the part of the XAS arising from excitation into bound
core-excited states, whilst s(c)I (E; R) corresponds to the part arising from core-
ionization. Owing to the different normalizations of the nal states contributing
to s(b)I (E; R) and s(c)I (E; R), different methodologies have to be used in their
calculation. For the sake of brevity, we give only a brief description here of the
methodologies used to calculate the bound and continuum parts of the XAS. A
detailed description is given in Appendix B.

The bound part of the spectrum, s(b)I (E; R), may be calculated simply from the
oscillator strengths and excitation energies between the initial valence state and
the core-excited states lying below the threshold for core-ionization. On the other
hand, the core-excited states lying above the core-ionization threshold cannot be
used directly in the calculation of the continuum oscillator strengths required for
the construction of the continuum part of the spectrum, s(c)I (E; R). This is a result
of the square-integrable (L 2) Gaussian basis sets employed in our calculations.
However, it has long been recognized that the moments of the photoabsorption
cross-sections (also termed the spectral moments), SI(k) ¼ hI|D̂†ĤkD̂|Ii, where D̂ is
the dipole operator, can be accurately calculated using an L 2 basis. The problem
of calculating the continuum oscillator strengths can then be reformulated as
that of extracting a function from a nite set of its moments. One commonly used
solution to this problem is to use a method known as Stieltjes imaging,39–43 and it
is this approach that is used here.

2.4 Electronic structure calculations

In the AIMS simulations, the requisite adiabatic energies, energy gradients, and
non-adiabatic coupling terms were evaluated at the multi-reference rst-order
conguration interaction (MR-FOCI) level. The underlying reference functions
were taken as complete active space self-consistent eld (CASSCF) wavefunctions
constructed using an active space consisting of the p, p* and Rydberg 3s orbitals,
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 121
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with state averaging over six states. We denote this level of calculation by
MR-FOCI(2,3). Generally contracted basis sets of the atomic natural orbital type44

obtained from the C(10s6p3s)/H(7s3p) primitive sets with the C[3s2p1d]/H[2s1p]
contraction schemes were used. In order to satisfactorily describe the low-lying
p3s state, a single additional s function contracted from a set of 8s primitive
functions was added to the basis, placed at the centre of mass. The additional
diffuse s function was constructed using the procedure detailed in ref. 45. We
denote this basis by ANO(3s2p1d/2s1p/1s). Further details of the AIMS simula-
tions (including basis information and initial conditions) are given in Appendix E.

The calculation of the TRXAS was performed using the second-order algebraic
diagrammatic construction (ADC(2)) method.46,47 For the calculation of the initial
valence excited states |Ii, the original strict variant of the ADC(2) method was
used. For the calculation of the nal, core-excited states |Ji, the extended ADC(2)
method was used within the core–valence separation approximation,48 and this
level of theory is denoted here by CVS-ADC(2)x. The bound part of the spectrum
was calculated using the 6-311++G** basis. The continuum part of the spectrum
was calculated using the cc-pVDZ basis augmented with 3s, 6p and 4d uncon-
tracted continuum-type diffuse functions of the Kauffmann–Baumeister–Jungen
(KBJ) type49 placed at the centre of mass. The spectral moments SI(k) used in the
Stieltjes imaging procedure we generated using the block-Lanczos pseudo-spec-
trum of the CVS-ADC(2)x Hamiltonian.41–43 TRPES were calculated using Dyson
orbitals and vertical ionization energies calculated at the ADC(2) level of theory
using the 6-311++G** basis. The details of these calculations are given in
Appendix C. The selection of the initial ADC(2) states used in the TRXAS and
TRPES calculations was based on a criterion of maximum overlap with the MR-
FOCI states of the AIMS calculations, and details of the procedure used are given
in Appendix D.

All MR-FOCI calculations were performed using the COLUMBUS set of
programs.50 The canonical Hartree–Fock orbitals used in the ADC calculations
were calculated using the GAMESS program.51 The AIMS calculations were per-
formed using the FMS90 program.

In order to help identify features in the calculated time-resolved spectra
attributable to the population of the p3s Rydberg state, further AIMS simulations
were run in which the 3s Rydberg orbital was removed from the CASSCF active
space. This eliminates the p3s Rydberg state from the AIMS calculation, and
also from any TRXAS and TRPES calculation using the thus obtained nuclear
densities. We refer to these calculations as the valence-state-only calculations
throughout.
2.5 Analysis of the nuclear wavefunctions

In order to analyze the regions of nuclear conguration space sampled by the
evolving wavepacket, a useful quantity to calculate is the one-dimensional
reduced density r(s, t) dened with respect to a given nuclear degree of freedom s:

rðs; tÞ ¼
ð ��JðR; tÞ��2d� f ðsÞðRÞ � s

�
dR; (7)

where f(s)(R) denotes the function f(s): R / s. Following on from the work of Mori
et al.,52 we chose to focus on the twisting angle j about the C–C bond and the
122 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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pyramidalization angle z dened with respect to the CH2 groups. The reason for
this choice lies in the fact that internal conversion from the pp* state to the
ground state of ethylene is known to be facilitated predominantly by a conical
intersection (CI) involving large amplitude motion about these two degrees of
freedom, the so-called twisted-pyramidalized (Tw-Py) CI.52,53 With reference to the
atom numbering shown in Fig. 1, we note that the angles j and z are dened as
follows:

j ¼ cos�1[(r12 � r34) $ (r21 � r56)] (8)

z ¼ max{cos�1[(r12 � r34) $ (r14 � r13)], cos
�1[(r21 � r56) $ (r26 � r25)]} (9)

Additionally, by choosing s to correspond to the distance to a given CI seam (in
the Euclidean sense), information regarding the role played by that seam in the
excited state dynamics of a molecule may be assessed. To do so, we take s to be
dened as the projection onto the branching space of the distance to the
minimum energy conical intersection (MECI) geometry RMECI between the elec-
tronic states |Ii and |Ji on the seam of interest. We term this quantity the rst-
order seam distance, and denote it by DIJ(R; RMECI). A description of the procedure
used to calculate DIJ(R; RMECI) is given in Appendix A.

All reduced densities r(s, t) were evaluated using a Monte-Carlo procedure, the
details of which have been described previously.54
3 Results
3.1 Validation of the X-ray absorption cross-section calculations

Before considering the results of the dynamics and spectroscopic calculations, we
begin with a validation of our CVS-ADC(2) X-ray absorption cross-section calcu-
lations. To do so, we consider the comparison of the calculated ground state X-ray
absorption spectrum (XAS) to its experimental counterpart, as shown in Fig. 2.
The calculated and experimental spectra are found to be in good qualitative
agreement, both in terms of absolute intensities and peak positions. It should be
noted that the moderate disagreement between the calculated and experimental
cross-sections at higher energies are a result of the relatively small basis set used
in the calculation of the continuum part of the spectrum, necessitated by the very
large number of cross-section calculations required for the computation of the
TRXAS. Nonetheless, the agreement between the experimental and calculated
spectra is sufficient for the purposes of the calculation of a qualitatively correct
TRXAS, allowing us to evaluate the utility of this measure for probing ultrafast
non-adiabatic dynamics.
Fig. 1 Atom numbering used in the definition of the twisting angle j and the pyramid-
alization angle z.

This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 123
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Fig. 2 Experimental67 and calculated C 1s X-ray absorption spectra for the S0 state
ethylene. The bound part of the calculated spectrum was computed using oscillator
strengths and excitation energies calculated at the CVS-ADC(2)x/6-311++G** level of
theory. The continuum part was calculated from 20th-order Stieltjes imaging calculation
employing spectral moments calculated at the CVS-ADC(2)x/cc_pVDZ/3s6p4d level of
theory.
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3.2 Dynamics

Previous experimental and computational studies of the dynamics of ethylene
following excitation to the optically bright S2(pp*) state exist.52,53,55–57 The picture
emerging from these studies is one of ultrafast internal conversion to the ground
electronic state on a sub-100 fs timescale. Previous calculations52,53 implicated the
role of three conical intersections in facilitating internal conversion between the
pp* and ground states: the twisted-pyramidalized(Tw-Py), ethylidene-type (Et)
and hydrogen-bridge (H-br) intersections. The geometries of these conical inter-
sections are shown in Fig. 3. As well as internal conversion to the ground state,
a number of previous studies have also suggested that the S1(p3s) Rydberg state is
transiently populated following excitation to the S2(pp*) state: namely, the TRPES
study of Champenois et al.56 and the AIMS calculations of Mori et al.52 Our results
are found to be in close agreement with this picture and, as such, we present only
a brief outline of the most pertinent aspects of our excited state dynamics
calculations.

Shown in Fig. 4(a) are the adiabatic state populations calculated following
excitation to the S2(pp*) state. Rapid depopulation of the S2 state is predicted to
occur, with 65% of the population of this state being transferred to the S1 state
within 10 fs. Population of the S1 state is found to reach its maximum at around
25 fs, whereaer internal conversion to the ground state is predicted to occur on
a timescale of around 95 fs (determined via tting of a single exponential to the S0
state population).

In order to reveal which conical intersection seams dominate internal
conversion to the ground state, we determined the minimum root mean square
124 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016

http://dx.doi.org/10.1039/c6fd00117c


Fig. 3 Geometries of critical points on the S0/S1 PESs of ethylene. (a) FC point geometry,
(b) Tw-Py MECI, (c) H-br MECI, and (d) Et MECI. All conical intersection geometries were
optimized at the MR-FOCI(2,3)/ANO(3s2p1d/2s1p/1s) level of theory.
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deviation (RMSD) of each spawn geometry to the ground state from each of the
Tw-Py, Et and H-br CI geometries subject to centre of mass translations, rotations
and the permutation of identical nuclei. We found that 74% of the spawn
geometries map onto the Tw-Py geometry, 4% onto the Et geometry, and 22% onto
the H-br geometry. This implies that internal conversion to the ground state via
the Tw-Py intersection is dominant, in agreement with previous work.52 As such,
we concentrate only on the role played by the Tw-Py conical intersection in the
following sections. For reference, the calculated reduced densities for the twisting
and pyramidalization angles are shown in Fig. 5(a) and (b), respectively.

Finally, we briey consider the results of the valence-state-only AIMS calcula-
tions, from which the p3s state was excluded. The adiabatic state populations
calculated from the valence-state-only AIMS calculations are shown in Fig. 4(b).
The time-scale for re-population of the S0 state is not signicantly altered by the
exclusion of the p3s state. Additionally, the minimized RMSDs of the spawn-
geometries from the Tw-Py, Et and H-br CI geometries are also found to not be
signicantly altered by the removal of the p3s state, with 78% of the spawn
geometries mapping onto the Tw-Py geometry, 1% onto the Et geometry, and 21%
onto the H-br geometry. This implies that the removal of the p3s Rydberg state
does not signicantly affect the excited-state nuclear dynamics. Therefore
a meaningful comparison of time-resolved spectra calculated from the AIMS
simulations performed with and without the inclusion of the p3s Rydberg state
may bemade, allowing us to determine the effect of the population of this state on
the calculated spectra.
3.3 Time-resolved X-ray absorption spectra

Shown in Fig. 6 is the TRXAS calculated from the AIMS simulations of ethylene
following excitation to the S2(pp*) state. For reference, the bound and continuum
contributions of the spectrum are shown separately alongside. It is found that the
bound part of the TRXAS contains a large amount of structure. In comparison, the
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 125
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Fig. 4 Adiabatic state populations calculated following excitation to the pp* state of
ethylene. (a) Populations calculated from the all-state AIMS simulation. (b) Populations
calculated from the valence-state-only AIMS simulation.
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continuum part of the TRXAS is found to be relatively featureless, containing
a single, decaying dominant peak. As such, we choose to focus our analysis on the
bound part of the TRXAS.

In the following discussion, we consider separately the contributions to the
pre-edge TRXAS arising from the dynamics in: (i) the initially excited pp* state;
(ii) internal conversion to the p3s state, and; (iii) the re-population of the ground
state.

3.3.1 Dynamics in thepp* state. At time t¼ 0, the pre-edge part of the TRXAS
contains a single, weak peak centred at around 277 eV. At this time, the vertically
excited wavepacket is localized around the FC point. In Fig. 7 we show the static
X-ray absorption spectrum (XAS) calculated for the S0, S1(p3s) and S2(pp*) states
126 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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Fig. 5 One-dimensional reduced densities for the twisting angle j, the pyramidalization
angle z, and the distance within the branching space to the Tw-Py conical intersection
D1,2(R; RTw-Py), calculated following excitation to the pp* state.

Paper Faraday Discussions
Pu

bl
is

he
d 

on
 1

9 
Se

pt
em

be
r 

20
16

. D
ow

nl
oa

de
d 

by
 N

at
io

na
l R

es
ea

rc
h 

C
ou

nc
il 

C
an

ad
a 

on
 1

1/
01

/2
01

7 
19

:1
8:

57
. 

View Article Online
at the FC point. Below the core-ionization threshold, the FC point S2(pp*) state
XAS is predicted to be dominated by a single, weak peak at around 277 eV.
Analysis of the CVS-ADC(2)x wavefunction of the corresponding nal core-excited
state reveals that this transition corresponds mainly to excitation of a C 1s elec-
tron into the hole in the singly-occupied p orbital of the initial S2(pp*) state,
forming the 1sp* state. As such, it is trivial to assign the bound part of the TRXAS
at t ¼ 0 to excitation of a core-electron into the singly-occupied p orbital of the
initially excited state. We note that this peak rapidly sweeps to higher energies
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 127
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Fig. 6 Calculated TRXAS spectra for ethylene following excitation to the pp* state. Top:
Total TRXAS spectrum. Middle: Bound part of the TRXAS spectrum. Bottom: Continuum
part of the TRXAS spectrum.
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Fig. 7 Calculated XAS for the ground (p2), p3s and pp* states of ethylene at the FC point.
The initial valence-excited states were described at the ADC(2) level, and the final core-
excited states at the CVS-ADC(2)x level. The dashed lines mark the calculated C 1s ioni-
zation energy. The bound-parts of each spectrum were calculated using the 6-311++G**
basis. The continuum parts were calculated using the Stieltjes imaging technique with the
cc-pVDZ basis augmented with 3s, 6p and 4d continuum-type KBJ functions.
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with increasing time. This is a result of rapid twisting about the C–C bond, as
corroborated by the calculated reduced densities for the twisting angle j shown in
Fig. 5(a). The pp* potential energy surface (PES) has negative curvature with
respect to this degree of freedom, whilst the corresponding curvature of the 1sp*
state is positive. As such, a rapid increase (sweep) in the vertical excitation energy
between the two states accompanies twisting about the C–C bond.

We next consider the peak at around 286 eV in the TRXAS, which develops
intensity aer�20 fs. In Fig. 8(b) we show the TRXAS calculated from the valence-
state-only AIMS calculations, in which the p3s state is removed. This valence-
state-only TRXAS is also found to contain a similarly intense peak at around
286 eV, implying that this peak is not attributable to population of the p3s state.
Additionally, no signicant population of the ground electronic state is found to
occur at this time (see Fig. 4(a)). Therefore, this feature must be attributable to
core-excitation from the valence pp* state. The timescale for the growth in the
intensity of this peak is comparable to the timescale for the movement of the
wavepacket to regions of nuclear conguration space proximate to the Tw-Py
intersection seam, as illustrated by the reduced densities r(D1,2(R; RTw-Py)) shown
in Fig. 5(c). Shown in Fig. 8(c) is the pre-edge part of the TRXAS calculated from
the valence-only AIMS calculations, but with the removal of all contributions from
Gaussian basis functions g(I)j in the S1 state for which the distance D12(�R

(I)
j ; RTw-Py)

from the Gaussian centre to the Tw-Py intersection seam is less than 0.3 Å. The
effect of the removal of these basis functions is to signicantly reduce the
intensity of the TRXAS in the vicinity of the peak of interest at 286 eV. This
strongly suggests that this peak arises from the components of the wavepacket
approaching the vicinity of the intersection seam characterized by the Tw-Py CI.
Importantly, this observation indicates that TRXAS may – perhaps uniquely – be
able to directly observe the approach of a wavepacket to a conical intersection.

3.3.2 Internal conversion to the p3s state. Rapidly, at a time of t ¼ 10 fs,
a relatively intense new feature in the TRXAS appears at an energy of around
281 eV. This peak is centred very closely to the dominant peak in the calculated FC
point pre-edge XAS of the S1(p3s) state, corresponding again to excitation of
a core-electron into the singly-occupied p orbital of the S1(p3s) state. Additionally,
the time at which this feature in the TRXAS appears is concomitant with the
calculated timescale for internal conversion to the S1 state (see Fig. 4(a)), which
contains components of both p3s and pp* character. Therefore, we assign this
feature in the TRXAS to core-excitation from the p3s state following internal
conversion from the initially excited pp* state. In order to conrm this assign-
ment, the bound part of the TRXAS was re-calculated using nuclear densities from
the valence-state-only AIMS calculation. The resulting spectrum is shown in
Fig. 8(b). The TRXAS derived from this valence-state-only calculation is similar to
the TRXAS derived from the AIMS calculation including the p3s Rydberg state
(shown alongside in Fig. 8(a) for comparison), but the relatively intense peak at
281 eV is nowmissing. This demonstrates that this peak corresponds to excitation
from the p3s state.

3.3.3 Internal conversion to the ground state. Finally, we consider the broad,
intense pre-edge feature in the TRXAS that appears at a time of t� 50 fs. This part
of the TRXAS comprises three dominant peaks of decreasing intensity centred
around 284, 287 and 289 eV. With reference to Fig. 7, we note that these positions
match those of the dominant pre-edge transitions in the calculated FC point XAS
130 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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Fig. 8 Pre-edge TRXAS calculated using the results of AIMS simulations of ethylene
excited to the pp* state. (a) TRXAS calculated with all states included; (b) TRXAS calculated
from the valence-state-only AIMS calculation; (c) TRXAS calculated from the valence-
state-only AIMS calculation, and with trajectories in the S1 state close to the Tw-Py seam
removed, and; (d) TRXAS calculated from the all-state AIMS calculations with the contri-
butions from the S0 state trajectories removed from the spectrum calculation.
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of the S0 state. Additionally, the time at which this broad feature appears in the
TRXAS is coincident with a signicant re-population of the S0 state, as seen in the
calculated adiabatic state populations of Fig. 4(a). This strongly indicates that this
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 131
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part of the TRXAS arises predominantly from excitation from the ‘hot’ ground
electronic state. Conrmation of this assignment comes from the calculation of
the TRXAS using only the Gaussian basis functions associated with the excited
electronic states. The resulting spectrum, shown in Fig. 8(d), shows that elimi-
nating the S0 state from the TRXAS calculation removes the majority of the
intensity at times t > 50 fs, conrming that this part of the TRXAS spectrum arises
predominantly from excitation from the ‘hot’ S0 ground state.
3.4 Time-resolved photoelectron spectra

Although the main focus of this work is the calculation of the TRXAS of photo-
excited ethylene, we also present here the calculated TRPES. The primary reason
for doing so is to compare and contrast the TRXAS, which probes the core-level
electrons, to a well established method which probes the valence electrons.

The TRPES was calculated using a probe photon energy of 18 eV, chosen so
that states above the double ionization threshold are not included in the calcu-
lation. Using a previously calculated double ionization potential of 29.5 eV
(ref. 58) and the vertical excitation energy of 8.13 eV for the S2(pp*) state fur-
nished by our ADC(2)/6-311++G** calculations, a probe photon energy of 18 eV
should be sufficiently low to exclude any states lying above the double ionization
threshold from the TRPES calculation.

Shown in Fig. 9(a) is the TRPES calculated following excitation to the S2(pp*)
state. At time t ¼ 0, the TRPES is dominated by two weak features centred at
binding energies of around 2.1 and 15.5 eV. These correspond, respectively, to
ionization of the initially excited S2(pp*) state to the D0(p) and D9(p*) states.
Rapidly, within 10 fs, two new features appear at binding energies of around 2.9
and 14.6 eV. These peaks are found to correspond to ionization from the S1(p3s)
state to the cation states correlating with the D0(p) and D5(s) states at the FC
point. That these peaks correspond to ionization from the transiently populated
p3s state is seen most clearly in Fig. 9(b), which shows the TRPES calculated from
the valence-state-only AIMS calculations. The removal of this state manifests itself
in the TRPES as the vanishing of these two peaks. Additionally, the broader
feature appearing at a binding energy of around 12.5 eV aer �15 fs is also found
to disappear, implying that this also corresponds to ionization from the p3s state.
In agreement with previous work,52 it can thus seen that the calculated TRPES
contains signatures of internal conversion from the initially excited pp* state to
the lower-lying p3s state.

The most intense feature in the calculated TRPES is the broad set of peaks
appearing aer about 50 fs at binding energies between 10 and 16 eV, corre-
sponding to ionization from the repopulated S0 ground state. This is conrmed by
the TRPES calculated using only Gaussian basis functions associated with the
excited electronic states, as shown in Fig. 9(d).

Finally, we investigate whether the calculated TRPES reveals the structural or
electronic dynamics upon the approach to the dominant Tw-Py intersection seam
in the pp* state. To do so, the TRPES was recalculated from AIMS calculation with
the removal of the p3s state and all contributions from S1-state Gaussian basis
functions with a rst-order distance D12(�R

(I)
j ; RTw-Py) from the Gaussian centre to

the Tw-Py intersection seam of less than 0.3 Å. The resulting spectrum is shown in
Fig. 9(c). This spectrum is compared to that shown in Fig. 9(b), which contains
132 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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Fig. 9 Main features of TRPES estimated using the results of AIMS simulations of ethylene
excited to the pp* state and a probe photon energy of 18 eV. (a) TRPES calculated with all
states included in the AIMS calculation; (b) TRPES calculated from the valence-state-only
AIMS calculation; (c) TRPES calculated using the valence-state-only AIMS calculation, and
with trajectories in the S1 state close to the Tw-Py seam removed, and; (d) TRPES
calculated from the all-state AIMS calculations with the contributions from the S0 state
trajectories removed from the spectrum calculation.
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contributions from the valence states only. Some small differences are seen.
However, in contrast to the TRXAS, there appear to be no clear signatures in the
calculated TRPES of those components of the wavepacket which are in close
proximity to the Tw-Py intersection seam.

It should be noted that all the features of the TRPES discussed above are well-
separated in both energy and time. As a result of this, our analysis does not rely on
their relative intensities or the vibrational ne structure. Therefore, it remains
valid despite the crudeness of the approximations adopted in the calculation of
the model TRPES (see Section 2.2).
4 Discussion

The pre-edge part of the TRXAS calculated for ethylene following excitation to the
S2(pp*) state contains clear signatures of the most pertinent aspects of the
ensuing excited state dynamics. Namely: (i) the initial large amplitude nuclear
motion in the pp* state; (ii) the transient population of the p3s state; (iii) the re-
population of the S0 state, and; (iv) the movement of the wavepacket towards the
vicinity of the Tw-Py conical intersection seam. It is important to note that the
calculated TRPES also contains discernible information about the rst three of
these processes. However, the TRXAS is found to possess a level of clarity and ease
of interpretation that surpasses that of the TRPES.

The main reason for the dynamical information encoded in the TRXAS being
so clear is that the pre-edge XAS for the pp* and p3s states are dominated by
a small number of core-to-valence transitions having rather large energetic
separations. The TRPES, in contrast, is signicantly more congested, with
a comparatively larger number of less well resolved excited-state photoionization
channels being open. Remarkably, only the TRXAS is predicted to contain a direct
and clear signature of the arrival of the wavepacket at the Tw-Py intersection
between the pp* and ground states. In subsections 4.1 and 4.2, we discuss the
main reasons for these differences. Finally, in subsection 4.3 we offer some
perspective on the potential generality of these results.
4.1 Discrimination between the dynamics in the pp* and p3s states

The main reason for the distinct clarity of the calculated TRXAS is that the pp*

and p3s states are effectively projected by core-to-valence excitation onto disjoint
sets of small numbers of nal states having large energetic separations. In
contrast, in the TRPES the excited states are each projected onto larger inter-
secting (in the mathematical sense) sets of nal cation states, making the inter-
pretation of the spectrum less straightforward.

In the course of the short-time dynamics directly following excitation, the
valence pp* undergoes preferential core-to-valence excitation to the 1sp* state,
whilst the Rydberg p3s state is excited preferentially to the 1s3s state. This can be
interpreted as core-to-valence excitation being dominated in each case by exci-
tation of a C 1s electron into the hole in the singly-occupied p orbital. The vertical
energy difference at the FC point between the 1sp* and 1s3s states is much
greater than that between the pp* and p3s states: 2.2 eV versus 0.8 eV at the
ADC(2)/CVS-ADC(2)x levels of theory using the 6-311++G** basis. Insight into
this large energetic separation of the 1sp* and 1s3s states may be gained by
134 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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considering the application of a one-particle, one-hole (1p1h) excitation operator
Ĉvc ¼ ĉ†vĉc to the correlated ground electronic state |J0i to yield the singly core-
excited conguration |Jvci ¼ Ĉvc|J0i, where c indexes a core orbital and v
a virtual valence orbital. By applying Rayleigh–Schrödinger perturbation theory
through second-order within the core valence separation approximation, the core-
excitation energy DEvc obtained using the unperturbed 1p1h conguration |Jvci
can be written as follows:46,59

DEvc ¼ 3v � 3c + [2hcv|vci � hcv|cvi] + U(2)
vc (1p1h) + U(2)

vc (2p2h) + R(2)
vc . (10)

Here, 3p denotes the energy of the canonical Hartree–Fock orbital 4p. The
second-order terms U(2)

vc (1p1h), U
(2)
vc (2p2h) and R(2)vc describe the interaction of |Jvci

with other 1p1h and 2p2h congurations, and the partial compensation of the 3p3h
contributions with the ground state correlation energy, respectively. Of more
interest to us is the rst-order Coulomb term Jvc ¼ hcv|cvi, which effectively
accounts for the stabilizing Coulomb interaction between the excited electron and
the core-hole. Owing to the spatially compact nature of the core-level orbital 4c, the
Coulomb integral Jvc can be expected to be smaller for a more diffuse virtual orbital
4v. It then follows that a core-excited state characterized by excitation into a valence-
type orbital may be stabilized to a greater extent relative to a core-excited state
characterized by excitation into a Rydberg-type orbital. This, coupled with the
propensity for core-to-valence excitation to result in excitation from a core-level
orbital into the lowest-lying singly-occupied valence orbital, suggests that pre-edge
X-ray absorption may be a particularly useful probe of vibronically coupled
dynamics occurring in energetically proximate valence and Rydberg states.

4.2 Signature of the arrival of the wavepacket at the Tw-Py conical intersection
seam

A remarkable nding is that the calculated TRXAS contains a peak centred around
286 eV, with a delayed rise, that maps onto the pp* state components of the
wavepacket which come into close proximity with the Tw-Py intersection seam. To
shed more light on the nature of this spectral feature, we consider the calculated
XAS for the pp* state at the Tw-Py geometry, shown in Fig. 10. The pre-edge part
of the spectrum contains two dominant transitions. The lower energy peak
corresponds to excitation of a core electron into the hole in the singly-occupied p

orbital, forming the 1sp* state. This peak thus maps onto the dominant transi-
tion from the pp* state seen in the FC region spectrum. The appearance of
a second, higher-energy peak in the spectrum is linked to the localization – that
occurs as the system approaches the Tw-Py seam – of the 1s orbitals about the now
non-equivalent carbon atoms. At the FC point, the near-degenerate 1s orbitals are
not localized on the carbon atoms, as dictated by the D2h symmetry of the
molecule. At the Tw-Py geometry, however, the 1s molecular orbitals become
localized on the now non-equivalent carbon atoms. This is accompanied by
a large splitting, �4.5 eV, of the 1s orbital energies. The higher-energy peak in the
pre-edge XAS is found to correspond to excitation from the lower-energy 1s orbital
localized on the carbon atom of the pyramidalized CH2 group. This result high-
lights a unique feature of the pre-edge TRXAS. Namely, that changes in geometry
and/or electronic structure localized around specic atomic centres may appear
in the spectrum as changes in core-to-valence excitation energies. These in turn
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 135
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Fig. 10 Calculated XAS for the pp* state of ethylene at the Tw-Py conical intersection
geometry. The initial valence-excited states are described at the ADC(2) level, and the final
core-excited states at the CVS-ADC(2)x level. The dashed line marks the calculated C 1s
ionization energy. The bound part of the spectrum was calculated using the 6-311++G**
basis. The continuum part was calculated using the Stieltjes imaging technique with the
cc-pVDZ basis augmented with 3s, 6p and 4d continuum-type KBJ functions.
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result from corresponding changes in the energies of the atom-localized core
orbitals.

4.3 Generality of the observed trends

We offer, for the purposes of this discussion, our perspective on the generality of
the results presented here. Firstly, the excited-state dynamics of ethylene are
characteristic of those of a large range of unsaturated hydrocarbons. To empha-
size the idea that a chromophore such as the C]C bond acts as a dynamical
moiety in larger systems, we have coined the term ‘dynamophore’.60 Accordingly,
we expect that the results presented here will apply to related systems containing
the C]C dynamophore. Secondly, and more broadly, we consider the predicted
propensity for the excited-state, pre-edge XAS to be dominated by those core-to-
valence transitions which correspond to the lling of the lowest-lying singly-
occupied molecular orbital (SOMO) of the dominant electronic conguration
characterizing the state being probed. As dictated by the one-electron nature of
the dipole operator, core-to-valence excitation from an initial singly-valence-
excited state should exhibit a propensity for excitation to a subset of core-excited
states whose dominant congurations are related to that of the initial state by
a single pair of orbital occupancies. It then seems reasonable that the lowest
energy such transition may in general correspond to excitation of a core-level
electron into the hole in the lowest-lying SOMO. Supporting this suggestion, we
note that core-excitation into the singly-occupied molecular orbital is recognized
as providing a unique ngerprint of radical species.61 Informed by these two
considerations, we propose that there is a propensity for the pre-edge XAS of
a singly-valence-excited state to be dominated by the transition which lls the
hole in the lowest lying SOMO.
136 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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5 Conclusions

Through the coupling of AIMS quantum dynamics calculations with CVS-ADC(2)x
X-ray absorption cross-section calculations, a general and tractable method for
the calculation of excited-state TRXAS spectra is presented. This methodology was
applied to calculation of the TRXAS of ethylene excited to its S2(pp*) state. In
doing so, we identied features of TRXAS whichmake it a useful probe of ultrafast
non-adiabatic dynamics. In particular, the pre-edge region of the XAS is predicted
to exhibit pronounced sensitivity to the evolving electronic character of the
excited-state wavepacket. The principal underlying reasons for this sensitivity are
two-fold.

Firstly, we observed that core-to-valence excitation results in transition to
a core-excited state which is related to the initial valence-excited state by the lling
of the hole in the lowest lying SOMO. Therefore, the different valence-excited
states are effectively projected onto distinct (and relatively sparse) sets of nal
states. As a result, the spectral features in the TRXAS which reect the electronic
dynamics can be well resolved.

Secondly, the high degree of localization of the core orbitals at non-symmetric
nuclear geometries should allow for the potential identication of atom-localized
changes in geometric and/or electronic structure. This is exemplied in the case
of photo-excited ethylene by the prediction of two separate peaks in the TRXAS
that map onto the arrival of the wavepacket at the Tw-Py CI seam, corresponding
to excitation from the two energetically-split 1s orbitals localized on the now non-
equivalent carbon atoms.

For comparison, the qualitative features of the TRPES of ethylene excited to its
S2(pp*) state were also estimated. By doing so, an insightful comparison between
spectroscopies probing the core- versus valence-level electrons could be made.
Both the calculated TRXAS and TRPES contain information about the electronic
dynamics following excitation. However, this information seems to be encoded
more clearly in the TRXAS. The primary reason for this is that, unlike core-to-
valence excitation, valence-shell photoionization will generally project a given
valence-excited state onto a large number of nal (cation) states, leading to
a higher density of overlapping spectral features in the TRPES. Additionally, due
to the delocalized nature of the valence-level electrons, the atom-localized
changes in geometric and electronic structure that appear clearly in the calculated
TRXAS are absent from the TRPES.

The results presented here strongly suggest that the pre-edge region of the XAS
is sensitive to both electronic and structural dynamics in photoexcited molecules.
In particular, core-to-valence excitation provides clear discrimination between the
components of the wavepacket associated with the different vibronically-coupled
excited electronic states. In conclusion, we suggest that time-resolved pre-edge
X-ray absorption spectroscopy will have signicant potential as a spectroscopic
probe of ultrafast excited state non-adiabatic dynamics.
6 Appendices
A Denition of the rst-order seam distance

It is noted that rst-order seam distance DIJ(R; RMECI) may be written as:
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 137
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DIJðR;RMECIÞ ¼
	½PIJðR0 � RMECIÞ�$½PIJðR0 � RMECIÞ�


1
2: (11)

Here, R0 denotes the geometry obtained aer putting R into maximum coin-
cidence with RMECI (in the least squares sense) via centre of mass translations,
rotations, and the permutation of identical nuclei. The matrix PIJ is the orthog-
onal projector onto the branching space for the MECI of interest:

PIJ ¼
X
i¼1;2

x
ðiÞ
IJ5x

ðiÞ
IJ ; (12)

where 5 denotes the outer product, and the x(i)IJ denote any two orthonormal
vectors spanning the branching space. Specically, we chose

x
ð1Þ
IJ ¼ gIJ

kgIJk
(13)

x
ð2Þ
IJ ¼

hIJ �
�
hIJ$x

ð1Þ
IJ

�
x
ð1Þ
IJ������hIJ � �hIJ$xð1Þ

IJ

�
x
ð1Þ
IJ

������ ; (14)

where gIJ and hIJ denote the gradient difference and non-adiabatic coupling
vectors, respectively:

gIJ ¼
vðEJ � EI Þ

vR
(15)

hIJ ¼
*
I

����
�
vĤel

vR

�����J
+
: (16)
B Calculation of X-ray absorption spectra

The bound part of the spectrum, s(b)I (E; R), is calculated from the oscillator
strengths fIJ(R) and vertical excitation energies DEJI between the initial valence-
excited state |Ii and the core-excited states |Ji lying below the threshold for core-
ionization:

sðbÞðE;RÞ ¼
 "X

J

fIJðRÞd
�
E � DEJ

I ðRÞ
�#

*gðE; hÞ
!
QðETðRÞ � EÞ: (17)

Here, * denotes the convolution operation, g(E; h) corresponding to a Gaussian
function with full width at half maximum of h, and Q(ET � E) is the reverse
Heaviside step function centred at the core-ionization threshold energy ET. The
free parameter h was chosen such that the broadening present in the experi-
mental ground state XAS of a given system is incorporated into the calculated
spectra.

Owing to the square integrable (L 2) Gaussian basis sets used in our calcula-
tions, the cross-sections above the core-ionization threshold cannot be deter-
mined directly from the oscillator strengths for transition to the core-excited
states |Ji that lie within this domain. This arises from the different
138 | Faraday Discuss., 2016, 194, 117–145 This journal is © The Royal Society of Chemistry 2016
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normalizations of the L 2 electronic states |Ii and the ‘true’ continuum states
|Ei: the former are normalized to a Kronecker-d, hI|Ji ¼ dIJ, whilst the latter are
energy normalized to a Dirac d-function, hE|E0i ¼ d(E� E0). As such, a direct use of
L 2 states in the calculation of the oscillator strengths for excitation to states above
the ionization threshold would lead to both incorrect values and incorrect
dimensionalities. However, it is known to be possible to indirectly extract oscil-
lator strengths corresponding to photo-ionization using an L 2 basis via a proce-
dure pioneered by Langhoff39,40 and commonly referred to as Stieltjes imaging.
The basis of the Stieltjes imaging method is the observation that the spectral
moments SI(k) dened with respect to a given initial electronic state |Ii,

SI(k) ¼ hI|D̂†ĤkD̂|Ii, (18)

can be accurately calculated via the insertion of the resolution of the identity
expressed in terms of a given set {|ai} of N-electron L 2 basis functions:

SI ðkÞ ¼
X
a


I
��D̂†

Ĥ
k��a�a��D̂��I� ¼X

a

Ea
k
��I��D̂��a���2: (19)

Equivalently, the resolution of the identity may be expressed in terms of the
true bound and continuum states of the Hamiltonian, {|ii} and {|Ei}, respectively,
giving

SI ðkÞ ¼
X
i

Ei
k
��I��D̂��i���2 þ ðN

ET

Ek
��I��D̂��E���2dE

¼
X
i

Ei
k
��I��D̂��i���2 þ 3

2

ðN
ET

Ek�1fI ðEÞdE: (20)

From eqn (20), we see that SI(k) gives the kth moment of the photoabsorption
cross-section. Then, by using the techniques of Stieltjes–Chebyshev moment
theory, the photoabsorption cross-sections themselves may be extracted from
a nite set of calculated spectral moments SI(k) evaluated using an L 2 basis. In
the work presented here, we follow the method outlined by Müller-Plathe and
Diercksen.62

In the context of the present work, the L 2 basis used in the expansion 19 of the
spectral moments would be the CVS-ADC(2)x eigenstates. This approach,
however, requires that the entire spectrum of the ADC Hamiltonian to be known,
which is possible for only the smallest of systems. It has, however, recently been
demonstrated that the spectral moments may be accurately and tractably
approximated using the Lanczos pseudo-spectrum of the ADC Hamiltonan,41–43

and it is this approach that is used in this work. In particular, we use the block
variant of the Lanczos method63,64 to generate the spectral moments SI(k) used in
the Stieltjes imaging procedure.
C Calculation of ionization energies and Dyson orbitals

To calculate core-ionization energies, we make use of an idea from equation-of-
motion coupled cluster theory whereby ionization to form an (N � 1)-electron
state is described in an N-electron framework by including an extremely diffuse
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 139
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orbital in the one-electron basis and restricting the N-electron basis to span the
subspace for which this ‘continuum’ orbital is occupied.65 Accordingly, we
calculate the energies of the singly core-ionized states within the N-electron
ADC(2) framework by including a single uncontracted s-type orbital in the one-
electron basis with an exponent of 10�30 and constructing the ADC Hamiltonian
matrix in the space spanned by congurations that correspond to excitation of
one, and only one core electron and for which only a single electron is excited into
the extremely diffuse ‘continuum’ orbital. We term the resulting state the IP-
ADC(2) state.

The Dyson orbital fD
Ia for ionization from an N-electron state |Ii to an (N � 1)-

electron state |ai may be written in the second-quantization form

fD
Ia ¼

X
p


a
��ĉp��I�4p; (21)

where {4p} denotes the set of canonical Hartree–Fock orbitals. We now replace the
true (N � 1)-electron wavefunction |ai in the expansion 21 by ĉa|�ai, where |�ai
denotes the corresponding N-electron IP-ADC(2) state and a indexes the diffuse
‘continuum’ orbital used in its construction. The resulting approximate formula
for the Dyson orbital fD

Ia reads

fD
Iaz

X
p


a
��ĉ†aĉp��I�4p ¼

X
p

rðaIÞap 4p; (22)

where r(aI) denotes the transition density matrix between the IP-ADC(2) state |�ai,
and the ADC(2) state |Ii. Eqn (22) represents our working equation for the
calculation of approximate Dyson orbitals for core-ionization.
D Calculation of approximate overlaps between the ADC(2) and MR-FOCI
states

In order to determine the initial ADC(2) state to be used in the calculation of the
component spectra s(b/c)I (E; �R(I)

j (t)) that are required for the computation of the
TRXAS (see Section 2.3), approximate overlaps between the MR-FOCI states
|J(CI)

I i of the AIMS calculations and the ADC(2) states |J(ADC)
J i at each Gaussian

position �R(I)
j (t) were calculated. The ADC state |J(ADC)

J i with the greatest absolute
overlap value |hJ(ADC)

J |J(CI)
I i| was then selected as the initial state in the X-ray

absorption spectrum calculation.
Given the expansion of an MR-FOCI state |J(CI)

i i and an ADC(2) state
|J(ADC)

j i in terms of Slater determinant bases {|k(CI)i} and {|m(ADC)i},���JðCIÞ
i

E
¼
X
k

C
ðCIÞ
ki

��kðCIÞ�; (23)

���JðADCÞ
j

E
¼
X
m

C
ðADCÞ
mj

��mðADCÞ�; (24)

the overlap integral hJ(CI)
i |J(ADC)

n i may be straightforwardly calculated asD
J

ðCIÞ
i

���JðADCÞ
j

E
¼
X
k;m

C
ðCIÞ*
ki C

ðADCÞ
mj detSkðCIÞ ;mðADCÞ

: (25)
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Here, the Sk(CI),m(ADC) denotes the matrix of overlaps between the molecular
orbitals occupied in the determinants |k(CI)i and |m(ADC)i.

The MR-FOCI states, which are expanded originally in a conguration state
function basis, are easily re-expressed in the Slater determinant basis. The
expression of the ADC(2) states in the Slater determinant basis is, however, non-
trivial. Each ADC(2) state |J(ADC)

j i is expanded in terms of a basis {| ~JJi} of
so-called intermediate states,���JðADCÞ

j

E
¼
X
J

XjJ

�� ~JJ

�
: (26)

The intermediate states | ~JJi are in turn constructed as orthonormalized linear
combinations of the set of so-called correlated excited state |J0

J i dened by the
operation of the physical excitation operators Ĉ†

J on the exact ground state
wavefunction |J0i:

|J0
Ji ¼ Ĉ†

J|J0i, (27)

Ĉ†
J ˛ {ĉ†aĉi; ĉ

†
aĉ

†
bĉiĉj (a < b, i < j)}, (28)

where the ĉ†p and ĉp denote the elementary creation and annihilation operators. To
proceed, Møller–Plesset perturbation theory is used to provide a representation of
the ground state wavefunction and energy:

|J0i ¼ |JHF
0 i + |J[1]

0 i + |J[2]
0 i, (29)

where |JHF
0 i denotes the Hartree–Fock ground state wavefunction and |J[i]

0 i the
ith-order correction to the Hartree–Fock wavefunction. The full expansions of the
intermediate states are non-trivial to evaluate due to the appearance of n-particle
density matrix elements of high values of n. As such, in the calculation of the
overlaps hJ(CI)

i |J(ADC)
j i we use only the zeroth-order expansions of the interme-

diate states,

| ~Jaii / | ~J(0)
ai i ¼ ĉ†aĉi|J

HF
0 i, (30)

| ~Jaibji / | ~J(0)
aibji ¼ ĉ†aĉ

†
bĉiĉj|J

HF
0 i, (31)

in conjunction with the expansion coefficients XjJ furnished by the ADC(2)
calculation employing the intermediate states to correct order. Although only
approximate, this scheme is found to allow for a satisfactory matching of the
ADC(2) states to corresponding MR-FOCI states, which is our principle
requirement.

E AIMS calculations

In the AIMS simulations, the initial state used corresponds to vertical excitation
from the ground state to the S2(pp*) state. The initial positions and momenta
were sampled using a Monte Carlo procedure from the ground state Wigner
distribution. To do so, the harmonic approximation was employed, with the
required frequencies and normal modes calculated at the CCSD(T)/cc-pVTZ level
using the CFOUR program66 program. Propagation times of 240 fs were used, with
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 117–145 | 141
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time steps of 10 a.u. A total of 21 initial basis functions were used, with each being
propagated independently, under the so-called independent rst generation
approximation.37 Frozen Gaussian widths of 22.5 and 4.5 a.u. were used for the
carbon and hydrogen atom coordinates, respectively.
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22 O. Gessner and M. Gühr, Acc. Chem. Res., 2016, 49, 138.
23 N. Huse, H. Cho, K. Hong, L. Jamula, F. M. F. de Groot, T. K. Kim,

J. K. McCusker and R. W. Schoenlein, J. Phys. Chem. Lett., 2011, 2, 880.
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