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outbreaks in groups of people in close quarters such as military barracks, gyms, daycare
centres and correctional facilities. Correctional facilities are of particular importance for

Keywords: = spreading MRSA, as inmates are often in close proximity and have limited access to hy-
methicillin-resistant Staphylococcus aureus .. . i . .

hotspots gienic products and clean clothing. Although these conditions are ideal for spreading
mathematical model MRSA, a recent study has suggested that recurrent epidemics are caused by the influx of
metapopulation model colonized or infected individuals into the correctional facility. In this paper, we further
Latin Hypercube Sampling investigate the effects of community dynamics on the spread of MRSA within the

correctional facility and determine whether recidivism has a significant effect on disease
dynamics. Using a simplified hotspot model ignoring disease dynamics within the
correctional facility, as well as two metapopulation models, we demonstrate that out-
breaks in correctional facilities can be driven by community dynamics even when spread
between inmates is restricted. We also show that disease dynamics within the correctional
facility and their effect on the outlying community may be ignored due to the smaller size
of the incarcerated population. This will allow construction of simpler models that
consider the effects of many MRSA hotspots interacting with the general community. It is
suspected that the cumulative effects of hotspots for MRSA would have a stronger feedback
effect in other community settings.
© 2016 The Authors. Production and hosting by Elsevier B.V. on behalf of KeAi Commu-
nications Co., Ltd. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Staphylococcus aureus is a gram-positive bacterium that causes skin and respiratory infections in humans. Strains may be
non-pathogenic and live for years undetected by the host (Scanvic et al., 2001), while pathogenic strains of S. aureus are
responsible for the majority of Staph infections in the general population. It is currently estimated that roughly 20% of the
human population are long-term carriers of this family of bacterium (Cole et al., 2001; Kluytmans, van Belkum, & Verbrugh,
1997), demonstrating its strong ability to spread and colonize new hosts. In recent history, new strains of antibiotic resistant
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strains of S. aureus have wreaked havoc on health-care systems in many countries (Cooper et al., 2004). These strains are
resistant to many front-line antibiotics and have posed a significant issue for the health-care system where the bacteria are
spread rapidly. Strains that are resistant to many of our commonly prescribed antibiotics are referred to as Methicillin-resistant
Staphylococcus Aureus (MRSA), while the remainder are referred to as Methicillin-susceptible Staphylococcus Aureus. The
resistance of MRSA to antibiotics makes it very difficult to treat, and effective antibiotics are limited to more severe cases so as
to not increase the number of resistant strains.

Symptoms take the form of small red bumps that resemble spider bites (Bick, 2007). Within a few days, these open into
pus-filled boils. Related symptoms include fever and rash. S. aureus colonizes in the nostrils (Yan et al., 2013), but other sites
for infection include the respiratory tract, open wounds, intravenous catheters and the urinary tract (Mahmood, Tahir, Jameel,
Ziauddin, & Aslam, 2010). MRSA results in up to 12,000 deaths annually in the United States (Centers for Disease Control and
Prevention, 2013).

MRSA is currently estimated to have colonized roughly 1% of the United States population (Gorwitz et al., 2008), and
outbreaks have been documented in hospitals, correctional facilities, military barracks and within sports teams (Beam &
Buckley, 2006; Bonatti, 2008). Individuals are also at risk of becoming colonized with MRSA when there is sharing of per-
sonal hygiene products or where personal hygiene is below standards to prevent the spread of Staph infections. The success of
MRSA within health-care settings is in part attributed to the reduced immune response from ill patients, spreading from
health-care workers and the ability of MRSA to survive on surfaces for several days (Coughenour, Stevens, & Stetzenbach,
2006).

The United States has the highest incarceration rate in the world, with approximately 1 in 31 adults (over 7.3 million
people) in correctional facilities at any time (Okano & Blower, 2010). Newly incarcerated individuals are at risk for HIV,
Hepatitis B and C, syphilis, gonorrhea, Clamydia and TB. Inmates are at increased risk for blood-borne pathogens, sexually
transmitted diseases, influenza and shingles. After release, most inmates interact with the general public (Bick, 2007). The
recidivism rate is also extremely high; many former prisoners re-offend and are re-imprisoned. This creates a large com-
munity transitioning between jails and the rest of society. It should be noted that jails are for offences with sentences less than
a year, while prisons are for longer-term incarceration (Freudenberg, 2001).

Large correctional facilities such as the Los Angeles County Jail (LAC]) can house 20,000 inmates at any given time (Okano
& Blower, 2010). Within the jail, prisoners are routinely transferred to different areas, to prevent gang formation (Fleisher &
Decker, 2001). Thus there are a lot of people living in close quarters and also moving about. These are ideal conditions for
MRSA to spread. MRSA is hyperendemic in most US correctional facilities. Risk factors include prolonged incarceration, skin
lacerations and abrasions, previous antibiotic use, draining one’s own abscesses or performing one’s own wound dressing
changes, washing clothing by hand, sharing razors, clothing, linen or soap and require co-payments to see a clinician (Bick,
2007).

MRSA has been responsible for several outbreaks within correctional facilities in recent years, with studies suggesting that
these outbreaks are caused by the steady influx of individuals colonized by MRSA from the general public. Although Staph
infections spread within the Los Angeles County Jail (LAC]), Kajita et al. showed that MRSA would not be able to sustain
endemic status without the admission/release of individuals (Kajita, Okano, Bodine, Layne, & Blower, 2007). Due to the high
re-offending rate in the United States, it was also suggested that the effects of recidivism of previously incarcerated in-
dividuals may lead to a sustained prevalence within correctional facilities.

In addition to Kajita et al. (2007), there have been a number of mathematical models for MRSA in a variety of settings. Early
modelling of MRSA by Austin and Anderson (1999) used stochastic differential equations to examine the spread of MRSA
between hospitals, while allowing for heterogeneity in hospital sizes. Chamchod and Ruan (2012) used both deterministic
and stochastic models to examine MRSA in nursing homes. They showed that MRSA would likely persist without strict
screening and decolonization at admission and that the introduction of a colonized individual into an MRSA-free nursing
home had a much greater probability of leading to a major outbreak than the introduction of a contaminated healthcare
worker. McBryde et al. (McBryde, Pettitt, & McElwain, 2007) modelled MRSA in an intensive care unit using four compart-
ments: colonized and uncolonized patients and contaminated and uncontaminated healthcare workers. They showed that
transmission of MRSA was sustained through admission of colonized patients, while increasing staff does not necessarily lead
to reduced transmission of nosocomial pathogens. Cooper et al. (2004) considered both hospitals and the community,
showing that the timing of interventions, level of resource provisions and chance combine to determine whether control
efforts succeed or fail. Beggs et al. (Beggs, Shepherd, & Kerr, 2009) used a stochastic Monte Carlo model to look at the effects of
hand hygiene on between-patient transmission. They showed that the benefits of hand hygiene were felt most intensely in
the first tranche of compliance, with higher levels of hand hygiene yielding only marginal benefits. Collins et al. (2010) used a
metapopulation model to determine the costs of antibiotic resistance due to MRSA. They showed that costs associated with
toxin production and antibiotic resistance can explain why hospital and community-acquired MRSA strains are successful in
different environments where transmission routes and host susceptibility vary.

This paper is organized as follows. In Section 2, we introduce and analyse our first mathematical model, a basic model for
MRSA with hotspots. In Section 3, we extend the basic model to a metapopulation model with two patches, accounting for
infection in both the community and in correctional facilities. In Section 4, we adapt the model to account for recidivism. We
conclude with a discussion.
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2. Model with hotspots

2.1. The model

We use the model of Kajita et al. (Kajita et al., 2007) as our starting point. In this model, individuals belong to one of three
classes: susceptible, colonized (and infectious) or infected. The mechanics of MRSA lead to a highly connected model where
individuals could move from any one compartment to another. A susceptible individual becomes colonized with MRSA after
an effective contact with a colonized or infected individual at rates §¢ or (3, respectively. If recovery is added to this model,
then infected individuals may recover from infection but move to the colonized compartment, where they remain colonized
with MRSA. Due to the lack of a removed class, the model collapses down to an SIS model when the contact rates satisfy
B¢ = B1. We will consider the contact rates for colonized and infected individuals to be similar, which will lead to an SIS model.
This will be important for the meta-population analysis where a system with m states and n patches has n x m differential
equations.

Hotspots are defined as regions that contain an area that may increase the incidence of disease. To study the basic dy-
namics of infection in hotspots, we next consider a model that disregards the dynamics within the correctional facility. A
previous study demonstrated that the influx of colonized individuals from the community was sufficient to maintain an
outbreak within the LAC] (Kajita et al., 2007). This suggests that community dynamics play an important role in the
persistence of MRSA in prison and/or healthcare settings. However, these effects are in turn amplified by the presence of
MRSA in these hotspots. We therefore suggest a simplified model shown in Figure 1 that allows individuals to interact with a
potential hotspot (the correctional facility in this case). In contrast to the model presented in Kajita et al. (2007), we remove
the colonized class and introduce two new classes (S; and I)) representing the incarcerated population. Although this model
does not consider the dynamics in the facility, it will allow us to analyse the effects of visiting an area that either increases or
decreases the likelihood of becoming colonized/infected.

By excluding the disease dynamics within the correctional facility, we are able to analyse the model in a straightforward
way. Although it is a large simplification to assume an area either increases incidence of infection or doesn’t, without
considering the underlying dynamics, we will later show that this assumption is reasonable due to the small relative size of
the incarcerated population.

The flow diagram for our hotspot model is shown in Figure 1. For this system, we make the following assumptions:

1. Individuals in all compartments die at rate u and reach age of majority at a constant rate A.

2. Density-dependent transmission of infection occurs through contact with an infected individual at rate 8 (outside of the
correctional facility). Transmission of disease is ignored within Sy and I;.

. Infected individuals become susceptible at rate « in the general community through decolonization.

. Individuals are incarcerated at rate y and are released from custody at rate 9, a proportion p; of whom will be infected.

. Individuals in S; remain susceptible after exiting the correctional facility with probability ps.

S I SN OV ]

The model with hotspots is given by

S = A_(M+w)5—f—i11+5p551+a1+6(1—PI)IJ
BSI
I'= o= W+ y+al+opil+0(1 - ps)S; M
| = YS— (u+0)S
I = Yl — (u+0)l.

Note that the denominator in the infection term reflects the fact that infected individuals in the community can only come
into contact with individuals outside the correction facility.

3(1 —ps)
o H
(Sps 15 l [
Sy S I 1;
P T « opr
1 1 ’
A 6(1—p1)

Fig.1. Compartmental model of MRSA using an SIS model. Flow of the model is defined by system (1). All states and parameters are described in Table 1.
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2.2. Analysis

Proposition 2.0.1. Suppose ps=1 and Ry = P8t 1 Then the disease-free equilibrium

(u+y+a)(u+0)
Xy = (NT (k+0) o Ny 0)

pF+O+Y T u4o+y

exists and is locally stable. If ps + 1, then the disease-free equilibrium does not exist.

Proof. We first treat the case where individuals may become infected by entering the correctional facility (ps # 1). In the
absence of any infected individuals, we have

I' = 6(1 - ps)S;>0.

Therefore the disease-free equilibrium cannot exist so long as individuals continue to enter the correctional facility.

We next treat the case ps=1, where MRSA can be contracted without contact from infected individuals. This limits the
ability to use the next-generation method for determining Ro; however, we can still obtain a threshold value from the
associated linear system using the Jacobian matrix. At the disease-free equilibrium the Jacobian matrix is

—(u+¥) - ops  O(1—pp)
0 —(u+y+a-0) 0 op;
v 0 —(u+9) 0 ’
0 Y 0 —(u+9)

with corresponding characteristic equation

(e + ¥+ )+ 0+4) —Yops)((u + ¥ + a+ 2= f)(p+0+4) — oyp;) = 0.

The solutions to this equation are the solutions to the two following upward-facing parabolas:
P4 QY+ )+ (1Y) +0) — Yops =0
P Quty ot o—B)A+ (u+y+a—B)(u+d) - oyp =0

A second-degree equation has two roots with negative real part if and only if all of its coefficients are strictly positive. Since
the first equation has positive coefficients (note that ps; < 1), the corresponding eigenvalues have negative real part for all
positive parameter values. The second equation provides the following criterion for local stability of the disease-free
equilibrium:

Ro:max{ 8 oypr +Blp +9) }<1.

2ut+y+a+0 (+y+a)(u+o)

This can be simplified noting that

6 < B < oypr + B(u +9)
2u+y+a+0 p+yv+a (p+y+a)(u+o)

which gives

oyp; + B(u+ )

o= v )t 0)

as required. O

The endemic equilibrium X is given by
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N((p+y+a(u+0)—oyp) | NY(e+y+a)u+d) —dup) | ¥ ,*>

(5 B e ) = ( B+ (a1 ) + Noy(1— ps) (a+ )BT (ut 0) T Noy(i - ps)] ™ 5+

where [’ is the positive solution to the second-degree equation

Bk +0)(I)? + N(( + ¥ + @) (i + 0) + 0Y(1 — ps) — bypy — Bl + )] x =N?dy(1 — ps) = 0. (2)

Remark. All simulations in this paper will be taken with the incarcerated and community populations at equilibrium. This
yields

S+I'=N=4-(u+y)N+0N

Sp+1I =Ny = —(u+0)N; +yN.

At equilibrium, we have

_ A+ 0) Ay
NN = (Gt V=)

This equilibrium will also hold for system (3). The above system can be solved explicitly, which provides global stability of
this equilibrium.

2.3. Simulations

To better understand the effects of a hotspot on the spread of an epidemic, we consider three probabilities of an individual
remaining susceptible, with all other parameter values shown in Table 1. These simulations represent a very simplified
version of how hotspots influence disease dynamics when Ry from the previous section is above and below unity. We do not
consider the effects of other parameters, as the SIS dynamics are well known. All values for simulations are listed in Table 1
and were chosen from literature when available or estimated to give values of Rg of 0.8—1.4. All numerical simulations and
figures generated were completed in Matlab using the Runge—Kutta (4,5) method.

Figure 2a shows how increasing the probability of infection while disease is endemic in the community has a limited effect
on the overall burden of disease. This is due to the smaller size of the population within the hotspot, which is unable to
produce as many infections as the dominating non-linear terms in the much larger general population. However, the effect of
an endemic disease in a correctional facility is more clear in Figure 2b, where it is not well spread in the general population,
with a long-term visible disparity between the curves comprising approximately 35 individuals. Although these differences
are small compared to the numbers in Figure 2a, they do suggest a way to maintain a reservoir of MRSA within the correc-
tional facility if the reproductive ratio had been successfully decreased past unity for the general population. This indicates
the need to maintain control efforts at low levels of disease in the general population through education and decolonization
treatments when required (sparingly to reduce resistance), should the disease still be present in hotspots (correctional fa-
cilities, hospitals). The effects of the probability of infection (1 — ps) are proportional to the size of the incarcerated com-
munity, which is substantially smaller than the general public it serves.

3. A metapopulation model

We next consider a metapopulation model with two patches. The first represents community dynamics, while the second
represents the dynamics within correctional facilities.

3.1. Flowchart, equations and model assumptions

The flow diagram is shown in Figure 3. For this system, we make the following additional assumptions:
1. Density-dependent transmission of infection within the correctional facility occurs at rate (.
2. Infected individuals become susceptible at rate «; in the correctional facility through decolonization.

3. There is no transmission between the correctional facility and other individuals.

The metapopulation model is given by
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Legend for all states and parameters for all models with units included. Parameters used for simulations are indicated and are used in all simulations unless
otherwise specified.

Description Units Sim.(Low/High)
Nt Total number of individuals People 100,000
N Number of individuals in the community (including Sg where applicable) People
N, Number of individuals incarcerated People
S Number of susceptible individuals (Comm.) People
M Number of susceptible individuals (Recid.) People
N Number of susceptible individuals (Incar.) People
1 Number of infected individuals (Comm.) People 1
Ir Number of infected individuals (Recid.) People 0
I Number of infected individuals (Incar.) People 0
A Rate of individuals reaching age of majority People days™! N-u
n Death rate Days~!
1
80-365
8 Contact rate (Comm.) People'days~! 0.01/0.04
Contact rate (Comm./Comm.) People'days™! 0.01/0.04
B11
Contact rate (Comm./Recid.) People 'days ! 0.01/0.04
B12
Contact rate (Recid./Recid.) People'days™! 0.01/0.04
22
B Contact rate (Incar.) People 'days~! 0.01/0.04
¥ Incarceration rate (Comm.) Days™!
1
10000
YR Incarceration rate (Recid.) Days™!
1
365
1/6 Average incarceration time Days 45
1/a Average infectious period (Comm.) Days 45
1/ey Average infectious period (Incar.) Days 45
DR Probability of recidivism 0.4
, BSI
BsI
8,51 (3)
P— uS T ys — oS
) S e AR
;51
’_ =1
Ij_ T*/Ll]*d]lj‘#\/ﬂ*é[].

3.2. Analysis

Proposition 3.0.2. The region I = {(S, I, S}, I])eRﬂS, 1, Sy, Iy > 0} is positively invariant for system (3).

Proof. This follows directly from the construction of the model. If any state is empty, there can be no removal of individuals
from that state (all negative terms for each equation are proportional to the state itself). Therefore solutions cannot cross the
boundary of I' and hence remain positive for all time. Furthermore, by summing all equations of system (3), we get
N = A — uN. The population is therefore bounded since we have lim;_, o, N(t) = ﬁ and each component of N is nonnegative. ]

Proposition 3.0.3. For system (3), the disease-free equilibrium
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Fig. 2. Epidemic curves for varying values of ps (probability of remaining susceptible) for (a) high and (b) low values of (. All other parameter values for sim-
ulations are listed in Table 1.

o Aw+d) a4y
%= ((H‘P)(MM)*&V O T vE o 0)

is unique.

Proof. The system at equilibrium can be re-written in matrix form as
< _ ([ p+ 1V -0 S (AN =
Ds_( ) u+a)(sj — (-7

Using a result from Li and Shuai (Li & Shuai, 2009), since all off-diagonal entries of D are nonpositive and the sum of the
entries in each column of D is positive, D is a nonsingular M-matrix and D! > 0. Therefore the system at equilibrium has the
unique disease-free equilibrium stated above. ]

Theorem 3.1. Suppose

AZ

)

fo=3 4 4

1(Bet+o+0) B (+aty) [Bu+o+8) B (+aty)\* 486
2 /R ”/( " )

where 4 = (u+ a4 0)(1 + oy + ) — 6y. Then the disease-free equilibrium, Xo, is locally asymptotically stable if Ry <1 and un-
stable if Rp> 1.

Proof. We will consider the next-generation method proposed by van den Dreissche and Watmough (van den Driessche &
Watmough, 2002). The matrices F and V are as follows
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Fig.3. Compartmental model for the two-patch SIS meta-population model. All states and parameters are listed in Table 1. Flow of the model is defined by system

3).

6°

N 0

Fo U+o+y —0 )

V=
8;Sp ( —y o +0

0
N;

Since system (3) satisfies the conditions of next-generation method, we define Ry = p(FV~1).

U
Fy-1 1 N p+ap+0 0
o (ptato)(utaty) - oy . 8,S? " Lty

N

S0 S0

g—A(qua]Jré) 6N—Aé
) B/ B/

N]—All/ 7(#—&-0&—1—1{/)

The eigenvalues of FV~1 are the roots of the quadratic equation

A2—(g(uﬂx]ﬂ?)+%(u+a+¢)>x+%:0. (4)
Thus

1 (Brta+9) ﬁ](u+a+¢)L\/ Blu+ay+0) By (p+aty)\* 486

A_z( 7 + 7 + ( y + y ) - |

The spectral radius is defined as the maximum eigenvalue of the next-generation matrix. Since Equation (4) defines an
upward-facing parabola with positive y-intercept and vertex to the left of the y-axis, the maximum eigenvalue must be the
positive root. Therefore we have that

A2

Ro=3 4 4 4 4

2
;<ﬂ<u+a,+a)+ﬁ,<u+a+w>+ﬂﬁ(waﬁa)ﬁ,(waw)) 466;)'

The conclusion follows from Theorem 2 from van den Dreissche and Watmough. [J

Although we are not able to determine the stability of the endemic equilibria, we can state that if Rg> 1, then positive
solutions persist. It is important to note that the presence of §; in the reproduction number means the correctional facility can
sustain an epidemic even when community transmission is low. The number of infected individuals will be substantially
smaller in this case, due to the relative size of the incarcerated population. Should the incarcerated population become too
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Incarceration rate () -
Release rate (4) |

Recovery rate (Incar., o)
Recovery rate (Comm., o) -
Contact rate (Incar., 8;) b

Contact rate (5) b

Death rate (p) b

-0.4 -0.2 0 0.2 0.4 0.6 0.8

Fig.4. PRCC sensitivity analysis with N = 1000 simulations for all parameters of system (3) using ranges from Table 2.

large, the dynamics within the prison would become more significant and could possibly sustain an epidemic in the com-
munity. This suggests that community dynamics drive infection dynamics in correctional facilities and that MRSA (or any
other similarly spread disease) could not be eradicated without reducing the spread within the community. However, as we
have seen with the hotspots model, increasing the number of areas that increase incidence of disease (hospitals, clinics, gyms)
has a cumulative effect on the community dynamics.

3.3. Sensitivity analysis

To determine which parameters have a significant effect on the value of Ry, a set of N= 1000 sample parameter sets were
chosen through the method of Latin Hypercube Sampling developed by Mckay (Mckay, Beckman, & Conover, 2000). In this
method, a range is chosen for each parameter and is divided into N equiprobable compartments. This division creates a
hypercube with N¥ cells, where k is the number of parameters in the sample. A single parameter value is chosen randomly
from each compartment under a uniform (in our case) distribution in such a way that, in each sample generated, there are no
two parameters sampled from the same compartment. Once a parameter value has been chosen, its corresponding
compartment cannot be reused in another sample. Once generated, each sample was used to calculate the respective value of
Ro. Partial rank correlation coefficients were then used to determine the sensitivity of Ry following the method of Blower and
Dowlatabadi (Blower & Dowlatabadi, 1994). The results are shown in Figures4 and 5.

Model parameters and ranges were determined when available through the literature or were estimated to produce values
of Ry in the range of 0.8—1.4. Studies place the decolonization (or recovery) rate for MRSA in a large range from one month to
up to a year (Scanvic et al., 2001). This is problematic for an SIS model whose basic reproductive ratio in the single-patch
model is most sensitive to the contact and decolonization rates. Furthermore, due to the removal of the carrier class from
the original Kajita et al. model (Kajita et al., 2007), the spread cannot be limited by the rate at which individuals progress to
infection. To remedy this, the average time of decolonization will be chosen in lower ranges to allow for more reasonably sized
epidemics (noting that all final sizes of epidemics are not to scale).

The previous section illustrated how the effect of the presence of disease within a correctional facility (or any potential
hotspot) is proportional to the relative size of that population. We will therefore consider a model that represents the
incarcerated population of the United States, which currently has the highest incarceration rate of any country (Walmsley,
2013). Incarceration rates and average duration of incarceration were picked from US national data and other parameter
values from similar models (Durose, Cooper, & Snyder, 2014; Kajita et al., 2007).

Figure 4, using ranges from Table 2, shows that the most sensitive parameter for system (3) is the community contact rate,
followed by the community recovery rate and the contact rate in the correctional facility. The first two parameters being the
most sensitive was expected, as they are they are responsible for the direct number of secondary cases in the reduced one-
patch SIS model. The sensitivity of §; is likely due to its ability to maintain a (small) epidemic when the values of the
aforementioned parameters are sufficiently low. This sensitivity is also enhanced in comparison to § since larger ranges were
chosen for the contact within the correctional facility. Plots of the dependence of Ry on the three most significant parameters
— the community and incarcerated contact rates (6 and ), and the community recovery rate («) — are illustrated in Figure 5.

3.4. Simulations

The dynamics of system (3) are illustrated in Figure 6 with parameters from Table 1. We have excluded the dynamics for
the general population when the disease spreads well. The results in these situations are similar to those of the previous
section; due to the small relative size of the incarcerated population, changes in the parameters for incarcerated individuals
have little effect. Instead, we look at how changes in the spread of disease within the correctional facility affects the
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Table 2
Initial and Final values for PRCC/LHS using uniform distribution.
Parameter Initial Final Parameter Initial Final
6 0.005 0.04 ¥
1 1
12000 8000
0.005 0.04 YR
11 1 1
450 200
0.005 0.04 Dr 0 0.6
B12
0.005 0.04 o
B22 1 1
60 30
8 0.005 0.06 o
1 1
60 30
n 0
_1 1 1 1
90-365 70-365 55 35

incarcerated population with low values for § in Figure 6a. With these parameters, it takes high values of §; to sustain a small
population of infected individuals in the correctional facility. This again demonstrates the need to maintain a vigilant eye on
areas (not limited to correctional facilities) that may be providing a reservoir when the disease is controlled in the general
population.

9 . . . . . . ) b . . . . . . . .
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.018 0.02 0.022 0.024 0.026 0.028 0.03 0.032
Contact rate (Community, /3) Recovery rate (Community, o)
(a) (b)

0.01 0.02 0.03 0.04 0.05 0.06

Contact rate (Incarcerated, 3;)
(c)

Fig.5. Dependence of Ry on the three most sensitive parameters (determined from the PRCCs) of system (3): (a) contact rate in the community, (b) recovery rate
in the community, (c) contact rate in the correctional facility. Results were generated over N= 1000 simulations with parameter ranges shown in Table 2.
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Fig.6. Simulations of system (3) with varying values of §;: (a) the number of infected individuals in the correctional facility with low disease transmission in the
community (low @), and (b) the number of infected individuals in the correctional facility with high disease transmission in the community (high ). In (c), we see
the number of infected individuals in the community with low disease transmission (). All other parameter values are listed in Table 1.

In Figure 6b, we vary the values for §; with high levels of transmission in the community. There is an increase in incidence,
with a deformation of the curve for higher levels of §. This is due to the faster spread within the correctional facility
dominating the effects of community transmission, until this decreases and the curve continues to increase proportionally to
the rising incidence in the community.

Figure 6¢ shows the community effects of varying the transmission rate within the correction facility when the community
transmission is low.

4. Metapopulation model with recidivism

The previous model allowed us to analyse how community disease dynamics drive the outbreaks in prisons. However, it
has been suggested that the effects of recidivism (reincarceration in correctional facilities due to reoffending) would need to
be explored (Kajita et al., 2007). The definition of recidivism used in surveys is often broad, and Canadian rates can vary from
20% to 50% (Porporino, 1993). However, this skews the model proposed by Kajita et al. (2007), since individuals released from
a correctional facility have a higher rate of incarceration than the general public (Durose et al., 2014). Furthermore, when
nasal cultures were taken from inmates in a New York state prison, it was found they were at a 10-fold risk of being carriers of
MRSA (Mukherjee et al., 2013). This higher concentration of colonization of inmates coupled with high rates of recidivism
increases the number of infected individuals both within the community and within the jails. We have also taken the op-
portunity to determine whether heterogeneous contact between the recidivists and general population has a significant effect
on the spread.

4.1. Flowchart, equations and model assumptions
The flow diagram is shown in Figure 7. For this system, we make the following additional assumptions:
1. Density-dependent transmission of infection through contact with an infected individual occurs at rates $11, 812 and (2,

(general community contact, contact between the general community and recidivists, and contact among recidivists).
2. Recidivists are incarcerated at an increased rate yg.
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Fig.7. Compartmental model for MRSA transmission with susceptible and infectious classes for the general public, incarcerated and recidivist individuals. Flow of
the model is defined by system (5).

The model with recidivism is given by

S= A-puS— (M—«—M)S—&-al—dﬁ—i—é(l ~DR)S)

N
I— u1+<5ﬂ’ M)S—al—tﬂ-&-é(l—m)]j
Ng
8,51
S| = —uS) — ]Tj] +oyly + ¥S + YgSr — 05
(5)
;_ 1+6]“ oqly + Yl + Yglg — 01
= uly N 1y RIR J
I 1
Sk= —HSk— (%ﬁ” R)S + alg — YrSk + 0PRS)
B2l ﬁzzhe)
I — _1+< + Sg — alp — Yplp + OpRl;.
A ulg N TNg )RR YRIg + OpRrlj

Remark. In the limiting case that ¢ =y and $;; = ,,, model (5) is equivalent to model (3).

4.2. Analysis

Proposition 4.0.1. The region I' = {(S, I, S}, I}, Sg, Ir) eRr6 8|S, I, S, I}, Sk, Ig > O} is positively invariant for system (5).

Proof. This follows directly from the construction of the model. If any state is empty, there can be no removal of individuals
from that state (for any state X = 0 we have X > 0). Therefore solutions cannot cross the boundary of I" and remain positive for
all time. Furthermore, by summing all equations of system (5), we get N = 4 — uNr. The population is therefore bounded

since we have lim;—.oNr (t) =4. O

Proposition 4.0.2. System (5) always has a unique disease-free equilibrium X  given by

Xx = (8%, Ix, Sy, Ipx, Sgx, Irx)
B A Y(p+yg) (W/PR
- (u(Al 7 r e ey AL R °>

where 47 = (u + 0) (1 + Yg) — OYgrDPR-
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Fig.8. PRCC sensitivity analysis with N= 1000 simulations for all parameters of system (5) using ranges from Table 2.

Proof. The system at equilibrium can be re-written in matrix form as

DS =

p+y —6(1-pg) O S a4\
4 p+o —VR S|=(0]=4.
0 —0pr  K+Yr/ \Sk 0

Again, using a result from Li and Shuai (2009), since all off-diagonal entries of D are non-positive and the sum of the entries
in each column of D is positive, D is a non-singular M-matrix and D-! > 0. Therefore the system at equilibrium has the unique
disease-free equilibrium stated above. [J

Proposition 4.0.3. If Ro< 1, then the disease-free equilibrium X is locally asymptotically stable; it is unstable if Ro> 1, where

Ro = p(FV~1).

Proof. This follows directly from the next-generation method. O

Remarks.

1. An explicit expression for Ry can be found by defining Ry as the maximum x-intercept of the associated

characteristic equation of FV~1 since it is a cubic function and can be expressed using radicals. Whether or not
this is possible, this equation would be too large to analyse directly due to the highly connected nature of the
system. For models with more than five disease classes, no explicit formula can be derived for Ry using radicals,
a consequence of the Abel—Ruffini Theorem. However, the results of van den Dreissche and Watmough (van
den Driessche & Watmough, 2002) still hold for models with a finite number of infectious classes and
therefore sensitivity analyses on Rg can still be used to determine which parameters are most significant. For
system (5), we are interested in the effects of recidivism and heterogeneous contacts on the reproductive ratio
of MRSA. The effects of all other parameters on this system have been left out due to the similarity with system
(3). We also note that the simulations for this model will be taken with the incarcerated, recidivist and
community populations at equilibrium. This yields

S+I'=N=4-(u+y)N+06(1-ppN

) +1p = Nj = —(u+0)Ny + YN + YgNg

Sg +1g = Ngp = — (1 + Y)Ng + OprN;.

2. Note that the next-generation method did not apply to the hotspots model, since that model did not satisfy condition [A4]
of the theorem in van den Driessche and Watmough (van den Driessche & Watmough, 2002); namely, that if the pop-
ulation is free of disease it will remain free of disease. In the hotspots model, if there is no disease present, individuals can
still become infected by entering the jail (the hotspot).

At equilibrium, we have



24 M. Beauparlant, R. Smith? / Infectious Disease Modelling 1 (2016) 11-27

& b
S <
B ;) - L L L L L L ] S5 e 1 1 I I )
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.01 0.02 0.03 0.04 0.05 0.06
Contact rate (Community, /3) Contact rate (Incarcerated, 3;)
(a) (b)

1-

g

-15 1 1 1 Y c I - I
0.018 0.02 0.022 0.024 0.026 0.028 0.03 0.032
Recovery rate (Community, o)

()

Fig.9. Dependence of Ry on the most sensitive parameters (determined from the PRCCs) of system (5): (a) contact rate in the community, (b) contact rate in the
correctional facility, (c) recovery rate in the community. Results generated over N = 1000 simulations with parameter ranges shown in Table 2.

- A4 AY(p+ Yg)
(N N;, Ne) = ((H+¢)A1 — oY1 —pr)(k+¥gr) (k+¥)41 — 0Y(1 — pr)( + Y¥r)’
A0Ypr )
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Local stability can be verified using the Jacobian matrix of this system and the Routh—Hurwitz criterion (results not
shown). Since initial conditions for the simulations are taken at equilibrium, the populations will remain at equilibrium for all
time.

4.3. Sensitivity analysis

Having shown that a small incarcerated population has a relatively small effect on the basic reproductive ratio of the two-
patch model, high estimates for the incarceration rate (y) are chosen. It is important to note that the total incarceration rate of
the model is increased past the values of ¢ due to the increase of incarcerations at rate y. Incarceration and recidivism rates
are taken from the US data on correctional facilities (Durose et al., 2014; Walmsley, 2013). Statistics on recidivism are often
clouded by the various ways they can be categorized. A recidivist could be defined as someone who has committed a new
offense, has violated parole conditions or has returned to the prison to serve the remainder of their sentence following
temporary release. Furthermore, recidivism rates vary by age group or by what crime had been committed (Porporino, 1993).
This variety of ways to define recidivism leads to difficulty in determining an overall rate for the general population.
Recidivism rates are not well-documented for provincial offenders in Canada; however, the percentage of offenders who
return to federal facilities is publicly available. These data are limited as they measure return to a correctional facility under
parole or supervision and exclude new crimes. To circumvent this issue, we will use recidivism data from the National
Institute of Justice in the United States and define recidivism to be the proportion of released inmates who are re-arrested by
the end of the first year.
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Fig.10. Simulations of system (5) of the number of infected incarcerated individuals with varying levels of (a) the probability of recidivism (pg), (b) the general
incarceration rate () and (c) the recidivist incarceration rate (y). All other parameter values are listed in Table 1.

Figure 8 shows that the most sensitive parameters of the system are the community contact rate (3;;) followed by the
community recovery rate («) and the prison contact rate (). These results reproduce the same effects that were observed in
system (3). We note that the probability of recidivism and heterogeneous contacts are not sensitive parameters. This is due to
the limited effect of these parameters as they act on small populations. Plots of the dependence of Ry on the community and
incarcerated contact rates (8 and §)) and the community recovery rate («) are illustrated in Figure 9.

4.4. Numerical simulations

Although the disease as a whole is not sensitive to the recidivism-specific parameters, they do affect the spread of disease
within the correctional facilities. We consider three simulations, as the remainder are highly similar to the previous model,
and we will only consider the effects of the incarcerated population. The probability of recidivism and both incarceration rates
are varied. Results are illustrated in Figure 10. Decreasing the incarceration rates or probability of recidivism decreases the
incidence of disease in prison; however, the effects of decreasing incarceration of recidivist individuals are naturally
dampened at low levels of pg (few recidivists). An important consequence of these results is that the burden of MRSA in
prisons is reduced when the incarceration rates are lowered since the prison size also decreases, reducing transmission.

5. Discussion

The models we have explored demonstrated that the dynamics within the correctional facility may be ignored when
considering disease dynamics in the general public. This is due to the small size of the incarcerated population relative to the
whole population. However, Figure 6 shows that community transmission rates can lead to much higher incidence within the
correctional facility. This corroborates what was found in the case of the Los Angeles County Jail (Kajita et al., 2007), where it
was found that the endemic status of MRSA was due to the influx of infected individuals into the system. We verified this
using simulations of system (5), but the results were omitted due to high similarity with system (3).

We also note that, when studying the effects of dynamics of the correctional facility on the general community, the size of
the incarcerated population in any country is too small to create a significant effect on the transmission in the community for
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the ranges of ¥ and ¢ taken from the literature. This result shows that, with sufficient transmission within the prison, a small
population of infected individuals is present within the general community. Although these transmission rates are much
higher than would be expected to occur in a correctional facility, it is important to consider when attempting to eradicate the
disease within the general community. In other words, if we have a single remaining hotspot for MRSA while the disease is
being controlled in the general population, subsequent epidemics would be observed should control strategies be lessened
due to perceived absence of the disease.

Increasing the probability of recidivism and the rates of incarceration of recidivists increased the number of infected
individuals within the correctional facility. This effect becomes more important if we consider the potentially long infectious
period of MRSA-colonized individuals during a community outbreak. We can also extend these results to similar infections
with long infectious periods such as gonorrhoea (similar to MRSA with modified contact structure). Reducing rates of
recidivism would be beneficial in maintaining smaller incarcerated populations and reducing the number of secondary in-
fections caused by an infection acquired within the facility. However, it is unlikely to have as much of an effect while the
disease is endemic in the community. It is therefore important to maintain control measures to reduce disease transmission in
any correctional facilities, as outbreaks would otherwise be more frequent due to community-led dynamics. We also
examined whether or not a heterogeneous contact rate had any substantial effect on the transmission of the disease. When
the two groups outside of the correctional facility had limited contact, recidivist individuals were protected from infection,
again corroborating the driving dynamics of larger populations.

Although we have shown that transmission of MRSA could be maintained by correctional facilities with low transmission
in the community, it can only maintain a small population infected with high transmission in the facility. Instead, we can
extend these results to the transmission of MRSA hotspots as a whole. For example, hospitals have a population more than 13
times larger than the incarcerated population in the US, where MRSA is often a secondary complication of hospitalization.
Furthermore, including other health-care facilities such as clinics and doctors’ offices, and also including hotspots such as
gyms and daycare centres together, the effects of hotspots for disease transmission become much greater in the general
community. In these situations, the cumulative effect on the general population may have a stronger influence. Reducing the
prevalence of MRSA would need to be a concerted and maintained effort between all potential hotspots.
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