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Fixed-design regression under Long range Dependence

We consider the fixed-design regression problem
Y; = f(i/n) + €,
where ¢;,7 > 1 are LRD, Gaussian, with
Pm = Eeg€m ~ Lm™ % a € (0, 1]. (1)
Then the equivalent continuous model is *

dY (t) = f(t)dt + on=2dB;_ 4 s(t).

1Brown, Low, Cai, 1990s
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Estimator

We expand
Z a]0k¢30k —|_ Z Z Bjkwjk
J=Jj0 k=0

where jg is a low resolution level, ¢, 1 are scaling and wavelet functions,
respectively; and hjx(x) := 29/2h(272 — k).
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Estimator

We expand

Z a]ok(/bjok _I_ Z Z ﬁjk¢jk

Jj=jo k=0

where jo is a low resolution level, ¢, v are scaling and wavelet functions,
respectively; and h;i(z) := 29/2h(272 — k). We estimate

j1 27-1

fin(@) = doogoo(@) + Y > Biwl{| Bl > Ayju(), (2)

=0 k=0

where
\ = 9 i(l-a)/2V log n

no/2
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Rates of convergence

Theorem 1. Assume that p > 1, 2/t ~ (n/log(n))*, f € Bj . with
s > % V % then there exists a constant C' > 0 such that for all n > 0,

p__ r(logn)ay7
P n
QSp , a,p 1 1 S
_ Fs> 2Py, s (L1 3
7 2(s+35) IS_Q(W )9 <7T p>+>23—|—a’ (3)
ap(s — =+ 1) 1 a,p

= , If—<s<—=(=-1 4
1= ge 1ray Treesyl “)
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Rates of convergence

Theorem 1. Assume that p > 1, 2/t ~ (n/log(n))*, f € B},
s > % V % then there exists a constant C' > 0 such that for all n > 0,

p__ r(logn)ay7
P n
QSp , a,p 1 1 S
— ) f >___17 I >
7 2(s + 5) IS_Q(W ) 8 <7T p>+ 25+«
1,1
ap(s — -+ ) 1 QP

= . i <s<—(5-1).
K 2(3—%+%) T 2(7r )

Wang (1996), Johnstone and Silverman (1997), Johnstone (1999), Kulik and Raimondo (2009)

with
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Random-design regression
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Random-design regression

Assume that
Y: = f(X;) + o(X;)e,

where X; ~ (G are random.
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Random-design regression

Assume that
Y: = f(X;) + o(X;)e,

where X; ~ (G are random.

If €; are i.i.d., it turns out that this model is not equivalent to the
continuous model, unless X; are standard uniform.
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Random-design regression

Assume that
Y: = f(X;) + o(X;)e,
where X; ~ (G are random.

If €; are i.i.d., it turns out that this model is not equivalent to the
continuous model, unless X; are standard uniform.

Moreover, if €; are LRD it cannot be equivalent to any continuous model.
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Heuristic
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Estimator

The estimator we are going to consider has the form as in (2) with:

Bjk = %Z Vik(G(X:))Y:, (5)
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Estimator

The estimator we are going to consider has the form as in (2) with:

Bjk = %Z Vik(G(X:))Y:, (5)

3The idea originates from Kerkyacharian and Picard (2004) - warped wavelets
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Estimator

The estimator we are going to consider has the form as in (2) with:
1 n
Bir == ¥in(G(X:)Ys, (5)
i=1

where
n

2J1

- logn’

3The idea originates from Kerkyacharian and Picard (2004) - warped wavelets
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Estimator

The estimator we are going to consider has the form as in (2) with:

A 1 —

Bj = — > Uik(G(X))Y, (5)
i=1

> where
1~ n
logn’
_ (logn)Y/2 logn
A= = ma {2 792E [ (G0 (1)) D

3The idea originates from Kerkyacharian and Picard (2004) - warped wavelets

Rafat Kulik 7



Wavelet regression, random desing and LRD

Estimator

The estimator we are going to consider has the form as in (2) with:

R 1
Bir == ¥in(G(X:)Ys, (5)
i=1
3 where
1~ n
logn’

A= = ma {2 792E [ (G0 (1)) D

Note: In most regular cases, we have E[-] = 0.

3The idea originates from Kerkyacharian and Picard (2004) - warped wavelets
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Rates of convergence
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Rates of convergence

Theorem 2. Assume that p > 1, 2t ~ n/log(n), f o G™1 € B . with

m™w,Tr

s > % V % then there exists a constant C' > 0 such that for all n > O

Elf = fullbn,y < Cn™ 7@ (logn)?®),

‘fi if s > %5 and a > ap : 2,s2j1>
,Y(S) B <% ) 1 — . 2(s—(1/m—1
( _%y 1f5<7anda>o¢5 = (2(8(—{/77)—|—/f))‘

Otherwise, E|| f — fn||g < Cn~re/?,
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e The result is stated in weighted norm || f — hHip(g) = [ |f — h|PdG.
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Comments

o The result is stated in weighted norm [|f — h|[7, ) = [1f —h|PdG.
e [ he estimator matches the minimax rates.
e Trichotomy.

e One can replace G with G,, (empirical cdf) and get the same rates,
however, we must stop at

1~

logn
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Comments

o The result is stated in weighted norm || f — A}, = | |f — h|PdG.
e [he estimator matches the minimax rates.
e Trichotomy.

e One can replace G with G,, (empirical cdf) and get the same rates,

however, we must stop at
I L
logn

o If we estimate f* = f — E[f(X7)] we do not have LRD effect.
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Proof

Rafat Kulik 10



Wavelet regression, random desing and LRD

Proof
Bit — Bk = = 3 (s(G(X2))Yi — Bl(G(X)Yi))
= S (G FX) — Bl GX) F(X)])
+% Zn:zpjk(G(Xi))a(Xz)ez =: Ao + A4 (6)
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Proof
i — B =+ > (Wi GX)Y, — Elgn( GX)YI)
= S (G FX) — Bl GX) F(X)])
+l Zn: Vin(G(X:))o(X;)e; =2 Ao+ Ay (6)

Note that Ag is the sum of iid random variables, whereas the dependence
structure is included in Ay only.
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Proof
i — B = (Wn(GX))Y: — Blije(G(X)Yi)
_ %Z (b (G(X)) F(X) — Bl r(G(X1)) F(X1)])
_|_%Z¢jk(G(Xi))a(Xi)ei =: Ay + Ay (6)

Note that A is the sum of iid random variables, whereas the dependence
structure is included in A; only.

The part A; is decomposed further. Let F; = (X, mi, Xio1,7i—1,---).
Let €ii—1 = € — T);. Then,

Elvr(G(X:))o(Xi)ei| Fi1] = €ii-1E[Yjk(G(X1))o(X1)].
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Proof - ctd.
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Proof - ctd.

1=1

B (G0 (X)) Y esir = As + A,

1=1

n
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Proof - ctd.

n

B (G0 (X)) Y esir = As + A,

1=1

The crucial feature of this decomposition is that we reduce the problem
of studying the partial sums > """ | ¥,x(G(X;))o(X;)e; to the partial sums
> o | €.i—1 and the martingale A,.
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This leads to

5 C n—P/? if 27 > nl=e
. [Wj’“ N ﬁf’“'p} = { C27Ip/2p=pa/2 if 21 < pl-e

and appropriate large deviations inequalities.
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This leads to

5 C n—P/? if 27 > nt=@,
. [Wj’“ N ﬁf’“'p} = { C27Ip/2p=pa/2 if 21 < pl-e

and appropriate large deviations inequalities.

In principle, low resolution levels are affected by long memory, high resolution
levels are not.
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Dichotomy
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