Abstract. Let $F$ be a non-Archimedean local field with the ring of integers $\mathcal{O}$ and the prime ideal $\mathfrak{p}$ and let $G = G_{ad}(\mathcal{O}/\mathfrak{p}^n)$ be the adjoint Chevalley group. Let $m_f(G)$ denote the smallest possible dimension of a faithful representation of $G$. Using the Stone-von Neumann theorem, we determine a lower bound for $m_f(G)$ which is asymptotically the same as the results of Landazuri, Seitz and Zalesskii for split Chevalley groups over $\mathbb{F}_q$. Our result yields a conceptual explanation of the exponents that appear in the aforementioned results.

1. Introduction

For a finite group $G$, let $\text{Rep}_f(G)$ denote the set of all finite dimensional faithful representations of $G$ over complex vector spaces, and set

$$m_f(G) := \min\{d_\rho : \rho \in \text{Rep}_f(G)\},$$

where $d_\rho$ denotes the dimension (also called the degree) of $\rho$. Lower bounds on $m_f(G)$ can be found in group theory literature as old as the work of Frobenius [9]. Indeed, by constructing the character table of $\text{PSL}_2(\mathbb{F}_p)$, Frobenius showed that

$$m_f(\text{PSL}_2(\mathbb{F}_p)) \geq \frac{p - 1}{2}$$

for every prime $p \geq 5$.

Apart from its intrinsic interest, the Frobenius bound has applications in many questions in number theory and additive combinatorics. To name a few, Sarnak and Xue [22] were the first to use this bound to obtain a lower bound for the smallest non-trivial eigenvalue of the Laplace-Beltrami operator on the hyperbolic space. This idea was subsequently used by Bourgain and Gamburd [4] to answer the 1-2-3 question of Lubotzky on the uniform expansion bounds for the Cayley graphs of $\text{SL}_2(\mathbb{F}_p)$.

The Frobenius bound has been generalized by Landazuri, Seitz and Zalesskii [14, 23] to other families of finite simple groups of Lie type. These bounds play an essential role in the theory of expander graphs and approximate groups [5, 16]. Some of the finite simple groups of Lie type are canonically obtained by reduction mod $\mathfrak{p}$ of the group $G(\mathcal{O})$ of $\mathcal{O}$-points of a Chevalley group, where $\mathcal{O}$ is the ring of integers of a local field. However, despite interesting applications (see below), little work has been done to extend the aforementioned bounds to reduction mod $\mathfrak{p}^n$ of $G(\mathcal{O})$. Bourgain and Gamburd [3] considered this problem for $\text{SL}_2(\mathbb{Z}/p^n\mathbb{Z})$ in order to show that, for any sufficiently large prime $p$ and any symmetric set $S$ generating a Zariski-dense subgroup of $\text{SL}_2(\mathbb{Z})$, the family of Cayley graphs $\{\text{Cay}(\text{SL}_2(\mathbb{Z}/p^n\mathbb{Z}), \pi_{p^n}(S))\}_{n \geq 1}$ is an expander family (here $\pi_{p^n}$ is the reduction map modulo $p^n$). Indeed, they proved

$$m_f(\text{SL}_2(\mathbb{Z}/p^n\mathbb{Z})) \geq \frac{p^{n-2}(p^2 - 1)}{2}$$

for $n \geq 2$.

Motivated by the works of Bourgain and Gamburd mentioned above, the first and third authors of this paper studied $m_f(\text{SL}_k(\mathbb{Z}/p^n\mathbb{Z}))$ and $m_f(\text{Sp}_{2k}(\mathbb{Z}/p^n\mathbb{Z}))$ [1]. The same problem for $m_f(\text{SL}_k(\mathbb{Z}/p^n\mathbb{Z}))$ has been considered by de Saxcè [8].

Let $F$ be a non-Archimedean local field with the ring of integers $\mathcal{O}$ and the prime ideal $\mathfrak{p}$. The order of residue field $\mathcal{O}/\mathfrak{p}$ is denoted by $q = p^d$ where $p$ is a prime number. Our aim in this paper is to obtain a bound for the minimal dimension of all faithful complex representations of adjoint Chevalley groups over...
the ring $\mathcal{O}/p^n$ where $n$ is a positive integer. Indeed for the Chevalley group $G_{ad}(\mathcal{O}/p^n)$ associated to a simple Lie algebra $\mathfrak{g}$ we will obtain the following bound

$$m_f(G_{ad}(\mathcal{O}/p^n)) \geq C q^{\frac{n(r+1)}{2}},$$

where $r$ is the dimension of the nilpotent radical of the Heisenberg parabolic subalgebra of $\mathfrak{g}$, and $C > 0$ is an absolute constant (independent of $q$ and $r$).

We remark that all adjoint Chevalley groups over $\mathcal{O}/p$ (except for a few cases) are simple groups, and so all of their non-trivial representations are faithful. Therefore, our Theorem 1 below for $n = 1$ yields lower bounds for non-trivial representations of $G_{ad}(\mathbb{F}_q)$, which, are asymptotically the same as the results of [14, 23] for split Chevalley groups over $\mathbb{F}_q$. By being asymptotically the same we mean that the exponents that appear in (1) are the same as those in the work Landazuri, Seitz and Zalesskii. For a corrigan to [14] the cases $F_4(q)$, $q$ odd, and $^2E_6(q)$, we refer the reader to [23].

Let us briefly sketch the idea of this paper. For a given simple Lie algebra $\mathfrak{g}$, following Gross and Wallach’s idea [10], we consider its Heisenberg parabolic subalgebra whose nilpotent radical is a two step nilpotent subalgebra. This nilpotent subalgebra gives rise to a two step nilpotent subgroup of the adjoint Chevalley group associated to $\mathfrak{g}$ (this is the general $(2n + 1)$-dimensional Heisenberg group for some $n$). The irreducible representations of a Heisenberg group are classified by their central characters via the Stone-von Neumann theorem. Given a faithful representation $\rho$ of $G_{ad}(\mathcal{O}/p^n)$, we consider its restriction to the aforementioned Heisenberg subgroup and we find the polarizing subgroup of the generic character of the center. Our bound then is obtained by orbit counting of the action of a certain subgroup on an irreducible component of the representation $\rho$. Our main theorem is the following:

**Theorem 1.** Let $F$ be a non-Archimedean local field with the ring of integers $\mathcal{O}$, prime ideal $p$, and residue field $\mathcal{O}/p \cong \mathbb{F}_q$, where $q = p^l$ for a prime number $p$. Let $\mathfrak{g}$ be a finite dimensional complex simple Lie algebra with root system $\Phi$. Let

$$G_{ad}(\mathcal{O}/p^n) := G_{ad}(\mathcal{O}/p^n, \Phi),$$

be the adjoint Chevalley group associated to $\mathfrak{g}$. Then $m_f(G_{ad}(\mathcal{O}/p^n)) \geq h_f(\Phi, q, n)$, where $h_f(\Phi, q, n)$ is given in the following table.

<table>
<thead>
<tr>
<th>$\Phi$</th>
<th>$h_f(\Phi, q, n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2}(q^n - q^{n-1})$</td>
</tr>
<tr>
<td>$A_m$</td>
<td>$m \geq 2, p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{(m-1)n}$</td>
</tr>
<tr>
<td>$B_m$</td>
<td>$m \geq 3, p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{2(m-3)n}$</td>
</tr>
<tr>
<td>$C_m$</td>
<td>$m \geq 2, p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$\frac{1}{2}(q^n - q^{n-1})q^{(m-1)n}$</td>
</tr>
<tr>
<td>$D_m$</td>
<td>$m \geq 4, p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{2(m-4)n}$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$p \geq 5$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{2n}$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{7n}$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{10n}$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{16n}$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$p \geq 3$</td>
</tr>
<tr>
<td></td>
<td>$(q^n - q^{n-1})q^{28n}$</td>
</tr>
</tbody>
</table>

Unfortunately our proof of this theorem fails when $\text{char}(\mathcal{O}/p) = 2$. We refer the reader to Remark 4, for further details.

**Remark 1.** Ree [20] (see also [7, Theorem 11.3.2]) proved that the groups $G_{ad}(\mathbb{F}_q)$ are indeed what one would expect to obtain, namely, $\text{PSL}_{m}(\mathbb{F}_q)$ if $\mathfrak{g}$ is of type $A_{m-1}$; $\text{PSp}_{2m}(\mathbb{F}_q)$ if $\mathfrak{g}$ is of type $C_m$; $\text{PO}_{2m}(\mathbb{F}_q)$ if $\mathfrak{g}$ is of type $D_m$ and $\text{PGL}_{2m+1}(\mathbb{F}_q)$ if $\mathfrak{g}$ is of type $B_m$ and $q \geq 3$. Moreover Chevalley proved that the group $G_{ad}(\mathbb{F}_q)$ is simple except for $A_1(2), A_1(3), B_2(2)$ and $G_2(2)$ (see [7, Theorem 11.1.2]).

**Remark 2.** The above theorem is also valid for *simply connected* Chevalley groups with a similar proof. The sharpness of Landazuri–Seitz bounds (corresponding to the case $n = 1$) has been the source of several
investigations \([11, 15, 27]\). It would be interesting to consider sharpness of our bounds. For type \(A_\ell\), the
permutation representation of \(\text{PSL}(\ell+1)(\mathcal{O}/p^n)\) on the projection space \(\mathbb{P}^{\ell}/\mathcal{O}/p^n\) is
faithful of dimension \(\mathcal{O}(q^{\ell n})\), which is consistent with our lower bound. However, we do not know about
sharpness of our bounds in general for other groups.

**Remark 3.** Let us point out that the idea of restriction to nilpotent subgroups was also used in \([14]\). Nevertheless, the arguments in \([14]\) are long and case by case. One of our main goals in writing this paper is
to give a uniform argument based on the idea of Heisenberg parabolic subalgebras to obtain lower bounds
which, in the special case of \(\mathcal{O}/p\), are asymptotically the same as those given in \([14]\). (See the discussion
after (1) for a precise meaning.) Such bounds are enough for the existing applications. Another important
technical detail that has been worked out in our paper is to verify that many facts about Chevalley groups
over fields remain valid for Chevalley groups over rings of our interest (see Section \(4\)).

2. Notations and preliminaries

In this section we set some notation which will be used throughout this paper. We also recall some
basic facts about local fields that can be found in \([19, 24]\).

If \(X\) is any set, \(f\) any function on \(X\), and \(Y \subseteq X\) any subset, then \(f|_Y\) is the restriction of \(f\) to \(Y\). \(|X|\)
is the cardinality of a finite set \(X\). We will use the shorthand \(e(x) := \exp(2\pi ix)\). For a given group \(G\), its
identity element is denoted by \(1\). Moreover \(\text{char}(F)\) is the characteristic of a given field.

By the well-known classification of local fields, any non-Archimedean local field is isomorphic to a finite
extension of \(\mathbb{Q}_p\) (\(p\) is a prime number) or is isomorphic to the field of formal Laurent series \(\mathbb{F}_q((T))\) over
a finite field with \(q = p^f\) elements. For a non-Archimedean local field \(F\) with the discrete valuation \(\nu\), we
will denote its ring of integers and its unique prime ideal by \(\mathcal{O}\) and \(p\), respectively. We will also fix a
uniformizer \(x \in \mathbb{Z}\). For any integer \(m \in \mathbb{Z}\), we write

\[
p^m := \{x \in F : \nu(x) \geq m\}.
\]

Then \(p^m/p^{m+n} \cong \mathcal{O}/p^n\) as additive groups, for every \(m, n \in \mathbb{Z}\) with \(n > 0\). Let \(n\) be a positive integer.
Our goal in this section is to describe all additive characters of the finite local rings \(\mathcal{O}/p^n\) using the ring
structure.

From now on, if \(\text{char}(F) = 0\) we set \(E = \mathbb{Q}_p\) and if \(\text{char}(F) = p > 0\) we set \(E = F\). Now we define

\[
\text{Tr} := \text{Tr}_{F/E} : F \to E,
\]

the trace map of \(F\) over \(E\). The **Dedekind’s complementary module**, (or inverse different) is defined by

\[
\mathcal{O}^* := \{x \in F : \nu(\text{Tr}(sx)) \geq 0 \text{ for all } s \in \mathcal{O}\}.
\]

One can show that \(\mathcal{O}^*\) is a fractional ideal of \(F\) and hence for some \(\ell \geq 0\) we have \(\mathcal{O}^* = x^{-\ell} \mathcal{O} = p^{-\ell}\).
Throughout this paper \(\ell\) designates this exponent. Note that \(\ell = 0\) when \(\text{char}(F) > 0\).

We will now construct additive characters \(\psi : E \to \mathbb{C}^*\), where \(E\) is as above. Let us first consider
the zero characteristic case. For every \(x \in \mathbb{Q}_p\), let \(n_x\) be the smallest non-negative integer such that
\(p^{n_x}x \in \mathbb{Z}_p\). Let \(r_x \in \mathbb{Z}\) be such that \(r_x \equiv p^{n_x}x \mod p^{n_x}\). It is easy to see that the following map (known
as the Tate character)

\[
\psi : \mathbb{Q}_p \to \mathbb{C}^*, \quad x \mapsto e(r_x/p^{n_x}),
\]

is a non-trivial additive character of \(\mathbb{Q}_p\) with the kernel \(\mathbb{Z}_p\).

Similarly for \(\mathbb{F}_q((T))\), we have \(\mathcal{O} = \mathbb{F}_q[[T]]\) and \(\mathcal{O}^* = T\). We now set

\[
\psi : \mathbb{F}_q((T)) \to \mathbb{C}^*, \quad \sum_{i \geq N} a_i T^i \mapsto e \left( \text{Tr}_{\mathbb{F}_q/p}(a_{-1})/p \right).
\]

Notice that the trace map from \(\mathbb{F}_q\) to \(\mathbb{F}_p\) is surjective. Hence, \(\psi|_{\mathcal{O}} = 1\) but \(\psi|_{\mathcal{O}_p} \neq 1\) (sometimes we say
that the conductor of \(\psi\) is \(\mathcal{O} = \mathbb{F}_q[[T]]\)).

**Lemma 1.** Let \(F\) be a local field with the ring of integers \(\mathcal{O}\) and prime ideal \(p\). All additive characters
of the ring \(\mathcal{O}/p^n\) are given by

\[
\psi_b : \mathcal{O}/p^n \to \mathbb{C}^*, \quad x + p^n \mapsto \psi(\text{Tr}(bx)),
\]
where \( \bar{b} = b + p^{-\ell} \in p^{-(n+\ell)}/p^{-\ell} \).

**Proof.** First assume that \( \text{char}(F) = 0 \), that is, \( F \) is a \( p \)-adic field. Let \( \bar{b}_1 = b_1 + p^{-\ell} \) and \( \bar{b}_2 = b_2 + p^{-\ell} \) be distinct elements and assume that \( \psi_{\bar{b}_1} = \psi_{\bar{b}_2} \). Then for all \( x \in \mathcal{O} \) we have \( \psi(\text{Tr}((b_1 - b_2)x)) = 1 \), which implies that \( \text{Tr}((b_1 - b_2)x) \in \mathbb{Z}_p \). Thus \( b_1 - b_2 \in p^{-\ell} \), which is a contradiction. This construction provides exactly \( |p^{-(n+\ell)}/p^{-\ell}| \) distinct additive characters. Since \( |\mathcal{O}/p^n| = |p^{-n}/\mathcal{O}| \), we are done.

Next assume that \( \text{char}(F) > 0 \). It is clear that the map \( \psi_b \) is well defined. Now suppose for some \( b \in p^{-n} \) we have \( \psi(bx) = 1 \) for all \( x \in \mathcal{O} \). Hence the fractional ideal \( b\mathcal{O} \) is a subset of \( \ker(\psi) \). Therefore \( b \in \mathcal{O} \) since the conductor of \( \psi \) is \( \mathcal{O} \). This construction provides exactly \( |p^{-n}/\mathcal{O}| \) distinct additive characters. Since \( |\mathcal{O}/p^n| = |p^{-n}/\mathcal{O}| \), we are done. \( \square \)

3. **The Stone-von Neumann theorem**

In this section, we state a version of Stone-von Neumann theorem that suits our purposes in this paper. The Stone-von Neumann theorem holds in a broader setting [12, 17, 18]. However, we only present it in the finite group case, which is needed in this paper.

Let \( U \) be a finite two step nilpotent group, and let \( Z(U) \) denote its center. If \( A \) is any subgroup of \( U \) containing \( Z(U) \), we will denote \( \tilde{A} := A/Z(U) \). Let \( \chi : Z(U) \to \mathbb{C}^* \) be a one-dimensional representation of \( Z(U) \). We define a pairing

\[
\langle xZ(U), yZ(U) \rangle_{\chi} := \chi([x, y]).
\]

We call \( \chi \) a generic character of \( Z(U) \) if the above pairing is non-degenerate, in the sense that for every \( x \in U \), if \( \langle xZ(U), yZ(U) \rangle_{\chi} = 1 \) for every \( y \in U \), then \( x \in Z(U) \). Assuming \( \chi \) is generic character of \( Z(U) \), we say that a subgroup \( Z(U) \leq A \leq U \) is isotropic if \( \tilde{A} \subseteq \tilde{A}^\perp \), where

\[
\tilde{A}^\perp := \left\{ xZ(U) : \langle xZ(U), yZ(U) \rangle_{\chi} = 1 \text{ for all } y \in \tilde{A} \right\}.
\]

We say that \( A \) is polarizing if \( \tilde{A} = \tilde{A}^\perp \). For the next theorem we refer the reader to [6, §4.1].

**Theorem 2** (Stone-von Neumann theorem). Let \( U \) be a finite two step nilpotent group, and let \( \chi \) be a generic character of \( Z(U) \). Then there exists a unique isomorphism class of irreducible representations of \( U \) with central character \( \chi \). Such a representation may be constructed as follows: Let \( A \) be any polarizing subgroup of \( U \), and let \( \tilde{\chi} \) be any extension of \( \chi \) to \( A \). Then the representation \( \text{Ind}^U_A(\tilde{\chi}) \) is of this class.

4. **The Heisenberg parabolic subalgebra**

This section is devoted to a rapid review of some basic facts in the theory of simple Lie algebras. We closely follow Gross and Wallach’s paper [10], Sections 1 and 2 (see also [21, §3]). Let \( \mathfrak{g} \) be a complex finite dimensional simple Lie algebra. Fix a Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \). Let \( \Phi \subseteq \mathfrak{h}^* \) be the root system of \( \mathfrak{g} \) with respect to \( \mathfrak{h} \). Then, we have the Cartan decomposition

\[
\mathfrak{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_\alpha,
\]

where \( \mathfrak{g}_\alpha = \{ x \in \mathfrak{g} : [H, x] = \alpha(H)x, \forall H \in \mathfrak{h} \} \). Let \( E = \text{Span}_R\{ \alpha \mid \alpha \in \Phi \} \). Note that \( E \) is equipped with a symmetric positive definite inner product \( ( , ) \) obtained from the Killing form of \( \mathfrak{g} \) via the isomorphism between \( \mathfrak{h} \) and \( \mathfrak{h}^* \). For \( \alpha, \beta \in \Phi \), set \( \langle \alpha, \beta \rangle = 2(\alpha, \beta)/\langle \beta, \beta \rangle \). Let \( \beta \neq \pm \alpha \) be two independent roots. Assume that \( \|\beta\| \geq \|\alpha\| \). Then the values of \( \langle \alpha, \beta \rangle \) and \( \langle \beta, \alpha \rangle \) are given by Table 1 (see [13, Table 1, §9.4]).
Let $\Delta$ be a base of $\Phi$. Let $\Phi^+ \subseteq \Phi$ the set of positive roots with respect to $\Delta$, and let $\tilde{\beta}$ be the highest root. It is known that $\tilde{\beta}$ is a long root and $m_\alpha \geq n_\alpha$, where $\tilde{\beta} = \sum_{\alpha \in \Delta} m_\alpha \alpha$ and $\gamma = \sum_{\alpha \in \Delta} n_\alpha \alpha$ is any $\gamma \in \Phi$. Given the above notation, we define the Heisenberg parabolic subalgebra $\mathfrak{q} = \mathfrak{g} \oplus \mathfrak{u}$. The Levi subalgebra and the nilpotent radical of $\mathfrak{q}$ are:

$$I = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_\alpha, \quad \text{and} \quad \mathfrak{u} = \bigoplus_{\alpha \in \Phi \backslash \{\alpha : \langle \alpha, \tilde{\beta} \rangle = 0\}} \mathfrak{g}_\alpha.$$

**Lemma 2.** The inequality $\langle \alpha, \tilde{\beta} \rangle > 0$ implies that $\alpha \in \Phi^+$, and either $\alpha = \tilde{\beta}$ or $\langle \alpha, \tilde{\beta} \rangle = 1$. Moreover, if $\langle \alpha, \tilde{\beta} \rangle = 1$, then $\tilde{\beta} - \alpha \in \Phi^+$ and $\langle \tilde{\beta} - \alpha, \tilde{\beta} \rangle = 1$.

**Proof.** If $\langle \alpha, \tilde{\beta} \rangle > 0$ then $\tilde{\beta} - \alpha \in \Phi$ (see [13, Lemma of §9.4]). This implication, along with the fact that $\tilde{\beta}$ is the highest root, implies $\alpha \in \Phi^+$.

Note that for any $\alpha \in \Phi^+$, $|\langle \alpha, \tilde{\beta} \rangle| \leq |\langle \tilde{\beta}, \tilde{\beta} \rangle|$. Assume $\alpha \neq \tilde{\beta}$. Then by applying Table 1 and a simple calculation we deduce that $\langle \alpha, \tilde{\beta} \rangle \langle \tilde{\beta}, \alpha \rangle \in \{1, 2, 3\}$. Hence, $\langle \alpha, \tilde{\beta} \rangle > 0$ implies $\langle \alpha, \tilde{\beta} \rangle = 1$. The last claim in the statement follows from linearity of $\langle ., . \rangle$ in the first component. \qed

Let $\Sigma^+ := \{\alpha \in \Phi^+ : \langle \alpha, \tilde{\beta} \rangle = 1\}$. Lemma 2 allows us to define a fixed-point free involution of $\Sigma^+$ defined by $\alpha \mapsto \tilde{\beta} - \alpha$. We pick one element from each equivalence class. Therefore, we have the following disjoint decomposition:

$$\Sigma^+ = \{\alpha_i : 1 \leq i \leq d\} \cup \{\tilde{\beta} - \alpha_i : 1 \leq i \leq d\}.$$

Hence, $|\Sigma^+| = 2d$, where the value of the integer $d$ is explicitly calculated in Proposition 1.3 of [10]. In particular, Table 2 is given in [10]:

<table>
<thead>
<tr>
<th>$\Sigma$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_m$</td>
<td>$m \geq 1$</td>
</tr>
<tr>
<td>$B_m$</td>
<td>$m \geq 2$</td>
</tr>
<tr>
<td>$C_m$</td>
<td>$m \geq 2$</td>
</tr>
<tr>
<td>$D_m$</td>
<td>$m \geq 3$</td>
</tr>
<tr>
<td>$G_2$</td>
<td></td>
</tr>
<tr>
<td>$F_4$</td>
<td></td>
</tr>
<tr>
<td>$E_6$</td>
<td></td>
</tr>
<tr>
<td>$E_7$</td>
<td></td>
</tr>
<tr>
<td>$E_8$</td>
<td></td>
</tr>
</tbody>
</table>

**Lemma 3.** The subalgebra $\mathfrak{u}$ is a two-step nilpotent Lie algebra with center $\mathfrak{g}_{\tilde{\beta}}$.

**Proof.** It follows from Lemma 2 that $[\mathfrak{u}, \mathfrak{u}] \subseteq \mathfrak{g}_{\tilde{\beta}} \subseteq Z(\mathfrak{u})$, which implies $\mathfrak{u}$ is a two-step nilpotent Lie algebra. For $\gamma_1, \gamma_2 \in \Sigma^+$, notice that $[\mathfrak{g}_{\gamma_1}, \mathfrak{g}_{\gamma_2}] = 0$ unless $\gamma_2 = \tilde{\beta} - \gamma_1$, and in this case we have $[\mathfrak{g}_{\gamma_2}, \mathfrak{g}_{\tilde{\beta} - \gamma_1}] = \mathfrak{g}_{\tilde{\beta}}$. Using these equalities, one can see that $\mathfrak{g}_{\tilde{\beta}} = Z(\mathfrak{u})$. \qed
Notice that \( u = g_{\beta} \oplus \bigoplus_{\alpha \in \Sigma^+} g_\alpha \) is of dimension \( 2d + 1 \). Let us choose a \((d + 1)\)-dimensional maximal abelian subalgebra \( a \) of \( u \), defined to be

\[
\begin{align*}
a &= g_{\beta} \oplus \bigoplus_{i=1}^{d} g_{\alpha_i}.
\end{align*}
\]

The maximality can be seen with the help of Lemma 2, specifically the fact that \( g_{\beta} = [g_{\beta - \alpha_i}, g_{\alpha_i}] \). In Section 5, we show that this subalgebra produces a polarizing subgroup of a Heisenberg subgroup.

**Lemma 4.** Let \( \alpha \in \Phi \) be an arbitrary root. There exists a simple root \( \gamma \in \Delta \) such that \( \langle \alpha, \gamma \rangle = \pm 1 \) or \( \pm 2 \).

**Proof.** The statement is clear if \( \alpha \in \pm \Delta \) (since we can set \( \gamma = \pm \alpha \)) and so we can assume that \( \alpha \in \Phi \setminus \pm \Delta \). In this case there exists a root \( \gamma \in \Delta \) such that \( \langle \alpha, \gamma \rangle \neq 0 \). For root systems other than \( G_2 \), the lemma follows from Table 1. For \( G_2 \), the lemma can be verified by a direct examination of the roots. \( \square \)

Set

\[
F(\Phi) := \min \left\{ \langle \tilde{\beta}, \alpha \rangle > 0 : \alpha \in \Phi \right\}.
\]

Obviously \( F(\Phi) \leq 2 \). For the root systems \( A_m, D_m, E_6, E_7 \) and \( E_8 \) have only one root length and so a similar argument as above shows that \( F(\Phi) = 1 \) unless \( \Phi = A_1 \) which in this case we have \( F(A_1) = 2 \). For \( B_m, F_4 \), and \( G_2 \), we observe that these root systems have non-perpendicular long roots and so for these root systems we also have \( F(\Phi) = 1 \).

We show that \( F(C_m) = 2 \). If \( \langle \tilde{\beta}, \alpha \rangle = 1 \) then \( \alpha \) is a long root, but in \( C_m \) all non-proportional distinct long roots are perpendicular. Hence \( F(C_m) = 2 \). Therefore we have

\[
F(\Phi) = \begin{cases} 
1, & \Phi \neq A_1; \ C_m, \ m \geq 2 \\
2, & \Phi = A_1; \ C_m, \ m \geq 2.
\end{cases}
\]

5. **Heisenberg subgroups of adjoint Chevalley groups**

In this section, we review the construction of elementary adjoint Chevalley groups and we define Heisenberg subgroups of Chevalley groups which are obtained by exponentiating the nilpotent radical of the Heisenberg parabolic subalgebra \( g \) defined in the previous section. Moreover, we verify that the construction of Chevalley groups over fields given in \([7, 26]\) can be extended to elementary Chevalley groups defined over \( G/\mathfrak{p}^n \). One way to approach this is to use the language of group schemes \([2]\). However, in this paper we consider the explicit construction of Chevalley groups using Chevalley bases. The theory of elementary Chevalley groups over rings has also been presented in detail in \([28]\).

As before \( F \) is a non-Archimedean local field with the ring of integers \( O \), the prime ideal \( p \) and the residue field \( \mathbb{F}_p \), \( q = p^f \). Here we assume that \( p \geq 3 \) and we set \( R = O/\mathfrak{p}^n, n \geq 1 \). We will use the standard notation, which can be found in \([7, 25, 26]\). Let

\[
\{H_\alpha : \alpha \in \Delta\} \cup \{e_\alpha : \alpha \in \Phi\},
\]

be a Chevalley basis, with respect to our choice of base \( \Delta \). Let \( g_\mathbb{Z} \subseteq g \) be the free \( \mathbb{Z} \)-module generated by the Chevalley basis. One can show that \( g_\mathbb{Z} \) is indeed a Lie algebra over \( \mathbb{Z} \). For any \( \alpha \in \Phi \) and \( \xi \in \mathbb{C} \), \( \text{ad}_\xi e_\alpha = \xi \text{ad}_e_\alpha \) is a nilpotent derivation of \( g \). Hence, the exponential map

\[
x_\alpha(\xi) := \exp(\xi \text{ad}_e_\alpha),
\]

is a Lie algebra automorphism of \( g \). Moreover, the entries of the matrix of \( x_\alpha(\xi) \), with respect to the Chevalley basis, are of the form \( a\xi^i \), where \( a \in \mathbb{Z} \) and \( i \) is a non-negative integer. Let us denote this matrix by \( A_\alpha(\xi) \). Consider the \( R \)-Lie algebra \( g_\mathbb{Z} := g_\mathbb{Z} \otimes_R R \) with the Chevalley basis

\[
\{H_\alpha = H_\alpha \otimes 1 : \alpha \in \Delta\} \cup \{e_\alpha = e_\alpha \otimes 1 : \alpha \in \Phi\}.
\]

For every \( t \in R \), we obtain a new matrix \( \tilde{A}_\alpha(t) \) from \( A_\alpha(\xi) \), by replacing the entries \( a\xi^i \) by \( \bar{a}t^i \), where \( \bar{a} \) is a reduced modulo \( \mathfrak{p}^n \). The linear transformation \( \tilde{x}_\alpha(t) \) associated with the matrix \( \tilde{A}_\alpha(t) \) is a Lie algebra automorphism of \( g_\mathbb{R} \). The subgroup of the automorphism group of \( g_\mathbb{R} \), generated by transformations \( \tilde{x}_\alpha(t) \) for each \( \alpha \in \Phi \) and \( t \in R \), is called the elementary adjoint Chevalley group. We denote it by

\[
\text{Heisenberg parabolic subgroups of Chevalley groups which are obtained by exponentiating the nilpotent radical of the Heisenberg parabolic subalgebra Q defined in the previous section. Moreover, we verify that the construction of Chevalley groups over fields given in \([7, 26]\) can be extended to elementary Chevalley groups defined over } O/p^n. \text{ One way to approach this is to use the language of group schemes } \([2]\). \text{ However, in this paper we consider the explicit construction of Chevalley groups using Chevalley bases. The theory of elementary Chevalley groups over rings has also been presented in detail in } \([28]\).
Let $\alpha \in \Phi$ be an arbitrary root. The one-parameter subgroup $X_\alpha$ of $G_{ad}(R)$ is defined by

$$X_\alpha = \langle x_\alpha(t) : t \in R \rangle.$$ 

**Lemma 5.** The subgroup $X_\alpha$ is isomorphic to the additive group of $R$.

**Proof.** The map $t \to x_\alpha(t)$ gives the desired group isomorphism. Note that the injectivity can be seen through the action of $x_\alpha(t)$ on the Chevalley basis for the Lie algebra $g_R$. More precisely, we have (see [7], §4.4) $x_\alpha(t)H_\gamma = H_\gamma - \langle \alpha, \gamma \rangle te_\gamma$. By Lemma 4, if $x_\alpha(t) = 1$, then $t = 0$ since $p \geq 3$. 

Let us define the Heisenberg subgroup $U$ of $G_{ad}(R)$

$$U = \left\langle x_\alpha(t) : \langle \alpha, \beta \rangle \geq 1, t \in R \right\rangle.$$ 

Here the right hand side of (9) is the subgroup of $G_{ad}(R)$ generated by the given elements $x_\alpha(t)$. This subgroup is analogous to the nilpotent radical of the Heisenberg parabolic subalgebra. This analogy will be apparent in Proposition 1. From now on, we fix a total ordering $\prec$ of $\Phi$ which is compatible with the height function $ht$, i.e. $\alpha \prec \beta$ implies $ht(\alpha) \leq ht(\beta)$. We recall a theorem due to Chevalley (the proof over $R$ is similar to [7, Theorem 5.2.2]) that expresses the commutator of two generators of $G_{ad}(R)$ as a product of generators. Let $\alpha, \beta \in \Phi$ such that $\alpha \neq \pm \beta$, and let $t_1, t_2$ be elements of $R$. Let us define the commutator $[x_\alpha(t_2), x_\beta(t_1)] := x_\alpha(t_2)^{-1} x_\beta(t_1)^{-1} x_\alpha(t_2) x_\beta(t_1)$. The Chevalley commutator formula states that

$$[x_\alpha(t_2), x_\beta(t_1)] = \prod_{i,j>0} x_{i\beta+j\alpha} \left( C_{i,j,\beta,\alpha} (-t_1^i t_2^j) \right),$$

where the product is taken over all pairs of positive integers $i, j$ for which $i\beta + j\alpha$ is a root, and the terms of the product are in increasing order of $i + j$. The constants $C_{i,j,\beta,\alpha}$ are in the set $\{ \pm 1, \pm 2, \pm 3 \}$. 

Next, we point out that every element of $U$ can be expressed uniquely in the form

$$\prod_{\langle \alpha, \beta \rangle \geq 1} x_\alpha(t_\alpha),$$

where the product is taken over positive roots $\alpha$, increasing in the chosen total ordering. Indeed, given an element of $U$ in the form of a product of $x_\alpha(t)$'s, the desired order can be achieved by performing a rearrangement as follows: if there is a pair of consecutive terms $x_\alpha(t_\alpha)x_\beta(t_\beta)$ with $\beta \prec \alpha$, we swap them by use of (10):

$$x_\alpha(t_\alpha)x_\beta(t_\beta) = x_\beta(t_\beta)x_\alpha(t_\alpha) \prod_{i,j>0} x_{i\beta+j\alpha} \left( C_{i,j,\beta,\alpha} (-t_\beta^i t_\alpha^j) \right).$$

In this fashion, $x_\beta(t_\beta)x_\alpha(t_\alpha)$ is in the increasing order, and all the extra terms introduced by use of the commutator formula are in the desired order because the total ordering $\prec$ is compatible with the height function. This rearrangement terminates after finitely many iterations. The uniqueness of such an expression of elements in $U$ is proved by an argument similar to the proof of [7, Theorem 5.3.3(ii)]. The following lemma can be proved easily.

**Lemma 6.** Let $\Phi$ be a root system different from $G_2$. Then for any $\alpha_i$, chosen from the decomposition (5) and $t \in R$, we have

$$\bar{x}_{\alpha_i}(1)\bar{x}_{\beta-\alpha_i}(t) = \bar{x}_{\beta-\alpha_i}(t)\bar{x}_{\alpha_i}(1)\bar{x}_{\beta}(Ct),$$

where $C \in \{ \pm 1, \pm 2 \}$.

**Proof.** From (12) we have

$$\bar{x}_{\alpha_i}(1)\bar{x}_{\beta-\alpha_i}(t) = \bar{x}_{\beta-\alpha_i}(t)\bar{x}_{\alpha_i}(1)\bar{x}_{\beta}(-C_{1,1,\beta-\alpha_i,\alpha_i} t).$$

But (see [7], Theorem 5.2.2) $C_{1,1,\beta-\alpha_i,\alpha_i} = \pm (r+1)$, where

$$(\beta - \alpha_i) - r \alpha_i, \ldots, (\beta - \alpha_i), \ldots, (\beta - \alpha_i) + s \alpha_i,$$
is the $\alpha_i$-chain through $(\tilde{\beta} - \alpha_i)$. Since $\tilde{\beta}$ is the highest root, $(\tilde{\beta} - \alpha_i) + \delta_\alpha_i$ is not a root for $s > 1$, and therefore $s = 1$. Also, it is known that $(\tilde{\beta} - \alpha_i, \alpha_i) = r - s$. It follows that
\[ r + 1 = (\tilde{\beta}, \alpha_i). \]
Notice that $(\tilde{\beta}, \alpha_i) \in \{1, 2\}$, since otherwise $||\tilde{\beta}||/||\alpha_i|| = 3$, which is impossible when the root system is different from $G_2$.

**Lemma 7.** Let $G$ be a finitely generated group generated by $g_i$, $1 \leq i \leq n$. Let $A \leq G$ and assume that $[g_i, g_j] \in A$ for any $1 \leq i, j \leq n$. Then $[G, G] \subseteq A$.

**Proposition 1.** Let $p \geq 3$ if $G$ is not of type $G_2$ and $p \geq 5$ otherwise. Then the group $U$ is two step nilpotent and $[U, U] = X_{\tilde{\beta}}$.

**Proof.** With the help of (10) and Lemma 2, one can see that the commutators of the generators of $U$ are in $X_{\tilde{\beta}}$. Hence by applying Lemma 7 we conclude that the commutator subgroup of $U$ is contained in $X_{\tilde{\beta}}$. Conversely, by Lemma 6, any element in $X_{\tilde{\beta}}$ can be obtained from commuting suitable elements of $X_{\alpha_i}$ and $X_{\tilde{\beta} - \alpha_i}$, for $1 \leq i \leq d$. Hence, $[U, U] = X_{\tilde{\beta}}$. On the other hand, the fact that $\tilde{\beta}$ is the highest root implies that for every $\alpha$ satisfying $(\alpha, \tilde{\beta}) > 0$, we have $i\tilde{\beta} + j\alpha \notin \Phi$ for all $i, j > 0$. Hence, by (10) we have $[X_\alpha, X_{\tilde{\beta}}] = 1$ which implies that $X_{\tilde{\beta}} \subseteq Z(U)$ and hence $U$ is a two step nilpotent subgroup. □

We now recall that by a theorem of Chevalley (whose proof over $R$ is similar to [7, Theorem 6.3.1]), for any root $\alpha$ there exists a surjective homomorphism
\[ \phi_\alpha : \text{SL}_2(R) \rightarrow \langle X_\alpha, X_{-\alpha} \rangle, \]
such that
\[ \phi_\alpha \left( \begin{array}{cc} 1 & t \\ 0 & 1 \end{array} \right) = \bar{x}_\alpha(t), \quad \phi_\alpha \left( \begin{array}{cc} 1 & 0 \\ t & 1 \end{array} \right) = \bar{x}_{-\alpha}(t). \]
For any invertible element $\lambda \in R$, we denote
\[ h_\alpha(\lambda) := \phi_\alpha \left( \begin{array}{cc} \lambda & 0 \\ 0 & \lambda^{-1} \end{array} \right). \]
Let $\alpha, \beta \in \Phi$ be any roots, then one can show that (see [7, Chapter 7])
\[ h_\alpha(\lambda)\bar{x}_\beta(t)h_\alpha(\lambda)^{-1} = \bar{x}_\beta \left( \chi_\beta^{(\beta, \alpha)} t \right). \]

6. Faithful representations and generic characters

Let $(\rho, V)$ be a faithful representation of $G_{ad}(R)$ where $R = \mathcal{O}/p^n$. Let $\sigma := \rho|_U$, be the restriction of $\rho$ to the Heisenberg subgroup $U$, defined in (9), and let $(\sigma_i, V_i)$, $1 \leq i \leq k$, be the irreducible factors in the decomposition of the $U$-representation $(\sigma, V)$. Then by Schur’s lemma for any $z \in Z(U)$ and $v \in V_i$, we have $\sigma_i(z)v = \chi_i(z)v$, where $\chi_i$ is a one-dimensional representation of $Z(U)$. By Lemma 1 for each $1 \leq i \leq k$ there exists $\tilde{b}_i = b_i + p^{-\ell} \in p^{-(n+\ell)}/p^{-\ell}$ such that for any $s \in \mathcal{O}$,
\[ \chi_i \left( \bar{x}_{\tilde{\beta}}(s + p^n) \right) = \psi(\text{Tr}(b_i s)). \]
With this observation we prove the following proposition. As before the characteristic of the residue field $\mathcal{O}/p$ is $p$.

**Proposition 2.** Let $p \geq 3$ when $\Phi \neq G_2$ and $p \geq 5$ when $\Phi = G_2$. Let $\chi_i$, $1 \leq i \leq k$ be defined as above, and let $b_i \in p^{-(n+\ell)}$ correspond to $\chi_i$ by Lemma 1. Then $\nu(b_i) = -(n + \ell)$ for some $1 \leq i \leq k$. In particular, $\chi_i$ is a generic character of $Z(U)$.

**Proof.** Suppose that for each $1 \leq i \leq k$ we have $\bar{x}_{\tilde{\beta}}^{n-1}b_i \in p^{-\ell}$. Then $\chi_i(\bar{x}_{\tilde{\beta}}(\bar{x}_{\tilde{\beta}}^{n-1} + p^n)) = 1$. This in particular implies that $\rho(\bar{x}_{\tilde{\beta}}(\bar{x}_{\tilde{\beta}}^{n-1} + p^n)) = 1$ which is a contradiction since $\rho$ is assumed to be a faithful representation. This proves the existence of $1 \leq i \leq k$ such that $\nu(b_i) = -(n + \ell)$. 

Next we prove that if \( \nu(b_i) = -(n+\ell) \) then \( \chi_i \) is a generic character of \( Z(U) \). For \( u \in U \) let \( \chi_i([u,y]) = 1 \) for all \( y \in U \). By (11),
\[
(17) \quad u = \prod_{(\alpha,\tilde{\beta}) \geq 1} \tilde{x}_\alpha(s_\alpha + p^n) \quad s_\alpha \in O,
\]
where the product is taken over positive roots \( \alpha \), increasing in the chosen total ordering. We will show that the only term that contributes to (17) is the term that belongs to \( X_{\tilde{\beta}} \). It follows that \( u \in Z(U) \).

Note that, for any \( x \in U \), the map \( y \mapsto [x,y] \) is a group homomorphism, since \( U \) is a two step nilpotent group.

We remark that for \( \alpha, \beta \in \Sigma^+ \) we have \( [X_\alpha, X_\beta] = 1 \) unless \( \beta = \tilde{\beta} - \alpha \). For any \( \alpha \neq \tilde{\beta} \) in (17) and arbitrary \( s \in O \), from the Chevalley commutator formula (10) we have
\[
[u, \tilde{x}_{\tilde{\beta}-\alpha}(s + p^n)] = \tilde{x}_{\tilde{\beta}}(Cs_\alpha s + p^n),
\]
where by Lemma 6, \( C \in \{\pm 1, \pm 2\} \) if \( \Phi \) is different from \( G_2 \) and \( C \in \{\pm 1, \pm 2, \pm 3\} \) when \( \Phi = G_2 \). Since for any \( s \in O \) we have
\[
1 = \chi_i \left( [u, \tilde{x}_{\tilde{\beta}-\alpha}(s + p^n)] \right) = \chi_i \left( \tilde{x}_{\tilde{\beta}}(Cs_\alpha s + p^n) \right) = \psi(\text{Tr}(Cb_is_\alpha s)),
\]
then
\[
(19) \quad Cb_is_\alpha \in p^{-\ell},
\]
which implies that \( \nu(s_\alpha) \geq n \) since \( \nu(b_i) = -(n+\ell) \) (when \( \Phi = G_2 \) we must assume \( p \geq 5 \) since \( C \) can be \( \pm 3 \)). Hence \( s_\alpha \in p^n \). This shows that \( u = \tilde{x}_{\tilde{\beta}}(s_{\tilde{\beta}} + p^n) \) for some \( s_{\tilde{\beta}} \in O \) and so \( u \in X_{\tilde{\beta}} \subseteq Z(U) \) which shows that \( \chi_i \) is a generic character of \( Z(U) \). \( \square \)

Remark 4. When \( p = 2 \), the above argument fails since \( C \) can be \( \pm 2 \) and then we cannot deduce from (19) that \( \nu(s_\alpha) \geq n \). This is crucial when one wants to apply the Stone-von Neumann theorem.

In order to apply the Stone-von Neumann theorem, we then need to find the polarizing subgroup of \( U \). Define
\[
(20) \quad A = \left\langle \tilde{x}_{\tilde{\beta}}(t), \tilde{x}_{\alpha_i}(t) : 1 \leq i \leq d, t \in R \right\rangle,
\]
where \( \alpha_i \) are chosen with respect to the decomposition (5). We will show that \( A \) is a polarizing subgroup of \( U \) with respect to the generic character \( \chi_i \) defined above. Notice that for any \( \alpha_i \) and \( \alpha_j \), \( 1 \leq i, j \leq d \), chosen from the first disjoint component of the decomposition (5), neither \( \alpha_i + \alpha_j \) nor \( \alpha_i + \tilde{\beta} \) is a root. Hence, the right hand side of (10) is always zero for elements in \( A \), and therefore \( A \) is an abelian subgroup of \( U \) containing \( X_{\tilde{\beta}} \).

**Proposition 3.** Let \( p \geq 3 \) when \( \Phi \neq G_2 \) and \( p \geq 5 \) when \( \Phi = G_2 \). Let \( \chi_1 \) be a one-dimensional representation of \( Z(U) \) corresponding to \( b_1 \in p^{-(n+\ell)} \) via Lemma 1. Assume that \( \nu(b_1) = -(n+\ell) \). Then \( A \) is a polarizing subgroup with respect to \( \chi_1 \).

**Proof.** We have shown that \( A \) is an abelian subgroup and so \( A \) is an isotropic subgroup of \( U \). Assume \( A \) is not a polarizing subgroup. Each \( u \in U \) has a unique presentation (17). By the length of \( u \in U \) we mean the number of terms in (17). Let \( u \in U \setminus A \) be an element with the shortest length such that
\[
(21) \quad \chi_1([u,a]) = 1, \quad \forall a \in A.
\]
Let us denote the unique presentation of \( u \) as follows
\[
(22) \quad u = \prod_{(\alpha,\tilde{\beta}) \geq 1} \tilde{x}_\alpha(s_\alpha + p^n) \quad s_\alpha \in O.
\]
We claim that the leftmost term in the product in (22) cannot belong to either of \( X_{\tilde{\beta}} \) and \( X_{\alpha_i} \), \( 1 \leq i \leq d \). That is because otherwise, one can eliminate this term and obtain another element in \( U \setminus A \) with shorter
length that satisfies in (21). We again remark that for \( \alpha, \beta \in \Sigma^+ \) we have \([X_\alpha, X_\beta] = 1\) unless \( \beta = \tilde{\beta} - \alpha \). Without loss of generality we can write

\[
u = x_{\tilde{\beta} - \alpha_1} (s_{\alpha_1} + p^n) u' \quad s_{\alpha_1} \in \mathcal{O} \setminus p^n,
\]

where \( \alpha_1 \) is taken from the decomposition (5). Notice that none of the elements of \( X_{\tilde{\beta} - \alpha_1} \) appears in the factorization of \( u' \). Hence for an arbitrary \( s \in \mathcal{O} \) we have

\[
[u, x_{\alpha_1} (s + p^n)] = [x_{\tilde{\beta} - \alpha_1} (s_{\alpha_1} + p^n), x_{\alpha_1} (s + p^n)] = [x_{\tilde{\beta} - \alpha_1} (s_{\alpha_1} + p^n), x_{\alpha_1} (s + p^n)] = x_{\tilde{\beta}} (C s_{\alpha_1} s + p^n)
\]

where \( C \in \{ \pm 1, \pm 2, \pm 3 \} \). Hence from (21) we deduce that for any \( s \in \mathcal{O} \)

\[
1 = \chi_1 ([u, x_{\alpha_1} (s + p^n)]) = \psi (\text{Tr} (C b_1 s_{\alpha_1} s)).
\]

Therefore we should have \( C b_1 s_{\alpha_1} \in p^{-\ell} \). By Lemma 6, for all root systems other than \( \mathbb{G}_2 \), the contradiction \( s_{\alpha_1} \in p^n \) is obtained when \( p \geq 3 \). However, for the root system \( \mathbb{G}_2 \) the further assumption \( p \geq 5 \) is required in order to obtain a contradiction. \( \square \)

We now compute the index of \( A \) in \( U \).

**Lemma 8.** Let \( d \) be as in Table 2. Then \( [U : A] = q^{nd} \).

**Proof.** Recall that \( |\Sigma^+| = 2d \). From (9) and uniqueness of the product in (11) we deduce that \( |U| = q^{(2d+1)n} \) and \( |A| = q^{(d+1)n} \). Therefore, \([U : A] = q^{nd} \). \( \square \)

7. Proof of Theorem 1

In what follows the group of units of a given ring \( R \) is denoted by \( R^\times \). Let \( (\rho, V) \) be a faithful representation of \( \mathbb{G}_{ad}(R) \). Let \( \sigma := \rho|_U \), be the restriction of \( \rho \) to the Heisenberg subgroup \( U \), and let \( (\sigma_i, V_i), 1 \leq i \leq k \), be the irreducible factors in the decomposition of the \( U \)-representation \( (\sigma, V) \) with central characters \( \chi_i \). By Proposition 2, we can assume that \( \chi_1 \) is a generic character of \( Z(U) \), such that the element \( b_1 \in p^{-(n+\ell)} \) associated to \( \chi_1 \) in Lemma 1 satisfies \( \nu(b_1) = -(n+\ell) \). Then, by Proposition 3, \( A \) is a polarizing subgroup with respect to the generic character \( \chi_1 \). Therefore, by Stone-von Neumann theorem and Lemma 8, we have

\[
\dim(V_1) = [U : A] = q^{dn}.
\]

For any \( \tilde{\lambda} = \lambda + p^n \in R^\times \), and any root \( \alpha \in \Phi \), consider the element \( h_\alpha(\tilde{\lambda}) \) introduced in (14). It follows from (15) that \( h_\alpha(\tilde{\lambda}) \) normalizes any one parameter subgroup. Therefore, \( h_\alpha(\tilde{\lambda}) \) normalizes \( U \). Define the \( U \)-representation \( \sigma^{\lambda,\alpha} \) to be the conjugation of \( \sigma \) by \( h_\alpha(\lambda) \):

\[
\sigma^{\lambda,\alpha} : U \to \text{GL}(V), \quad u \mapsto \sigma (h_\alpha(\lambda) u h_\alpha(\lambda)^{-1})
\]

Notice that the \( U \)-intertwining operator \( \rho(h_\alpha(\tilde{\lambda})) \) gives a \( U \)-isomorphism between \( (\sigma, V) \) and \( (\sigma^{\lambda,\alpha}, V) \). Therefore, \( (\sigma^{\lambda,\alpha}_1, V_1) \) is also an irreducible subrepresentation of \( (\sigma, V) \). Hence for any \( z \in X^{\tilde{\beta}} \subseteq Z(U) \) and \( v \in V_1 \) we have

\[
\chi_1 (h_\alpha(\tilde{\lambda}) z h_\alpha(\tilde{\lambda})^{-1}) v = \sigma_1 (h_\alpha(\tilde{\lambda}) z h_\alpha(\tilde{\lambda})^{-1}) v = \sigma^{\lambda,\alpha}_1(z) v = \chi^{\lambda,\alpha}_1(z) v,
\]

where \( \chi^{\lambda,\alpha}_1 \) is the one-dimensional representation of \( Z(U) \) which is the central character of \( \sigma^{\lambda,\alpha}_1 \). Then for \( s + p^n \in R \cong X^{\tilde{\beta}} \), from (15), we obtain

\[
\chi^{\lambda,\alpha}_1(x_{\tilde{\beta}}(s + p^n)) = \chi_1 (x_{\tilde{\beta}}(\lambda^{(\tilde{\beta},\alpha)} s + p^n)) = \psi \left( \text{Tr} \left( b_1 \lambda^{(\tilde{\beta},\alpha)} s \right) \right).
\]

Next, we count the number of mutually distinct one-dimensional representations of \( \chi^{\lambda,\alpha}_1 \). We consider two cases:
(1) The root system $\Phi$ is not $A_1$ or $C_m$ for $m \geq 2$: Equation (8) implies that there exists a root $\alpha \in \Phi$ such that $\langle \beta, \alpha \rangle = 1$. Hence, for this particular root $\alpha$ we have
\[
\chi^1\hat{\lambda}\alpha(x_\beta(s + p^m)) = \chi_1(\lambda x_\beta(s + p^n)) = \psi(\text{Tr}(b_1 \lambda s)), \quad \forall s \in O.
\]
Since $\chi_1$ is corresponding to $b_1 \in p^{-(n+\ell)}$ with $\nu(b_1) = -(n+\ell)$, we can conclude that $\chi^1\hat{\lambda}\alpha \neq \chi^1\hat{\lambda}\beta\alpha$ when $\lambda_1 \neq \lambda_2 \in R^\times$, since otherwise $b_1(\lambda_1 - \lambda_2) \in p^{-\ell}$ which implies $\lambda_1 - \lambda_2 \in p^n$. Hence, there are $q^n - q^{n-1}$ distinct one-dimensional representations $\chi^1\hat{\lambda}\alpha$ and therefore, there are at least $q^n - q^{n-1}$ non-isomorphic irreducible subrepresentations of $V$, each of dimension $q^d n$. Hence,
\[
\dim(V) \geq (q^n - q^{n-1})q^d n,
\]
where $d$ is given in Table 2.

(2) The root system $\Phi$ is either $C_m$ or $A_1$: Equation (8) implies that for no root in $\Phi$, $\langle \beta, \alpha \rangle = 1$; but a root $\alpha$ can be chosen such that $\langle \beta, \alpha \rangle = 2$. Then for $s + p^n \in R \cong X_\beta$ we have
\[
\chi^1\hat{\lambda}\alpha(x_\beta(s + p^n)) = \chi_1\left(\hat{x}_\beta(\lambda^2 s + p^n)\right) = \psi(\text{Tr}(b_1 \lambda^2 s)).
\]
Hence, we can construct $|R^\times|/2 = (q^n - q^{n-1})/2$ distinct one-dimensional representations $\chi^1\hat{\lambda}\alpha$, which leads to obtaining $(q^n - q^{n-1})/2$ non-isomorphic factors in the decomposition of $(\sigma, V)$, each of dimension $q^{(m-1)n}$. Hence
\[
\dim(V) \geq \frac{1}{2}(q^n - q^{n-1})q^{(m-1)n}.
\]
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