Abstract

Understanding the events and processes responsible for patterns of within species diversity, provides insight into major evolutionary themes like adaptation, species distributions, and ultimately speciation itself. Here, I combine ecological, genetic and spatial perspectives to evaluate the roles that both historical and contemporary factors have played in shaping the population structure and genetic variation of foxsnakes (*Pantherophis gloydi*).

First, I determine the likely impact of habitat loss on population distribution, through radio-telemetry (32 individuals) at two locations varying in habitat patch size. As predicted, individuals had similar habitat use patterns, but restricted movements to patches of suitable habitat at the more disturbed site. Also, occurrence records spread across a fragmented region were non-randomly distributed and located close to patches of usable habitat, suggesting habitat distribution limits population distribution.

Next, I combined habitat suitability modeling with population genetics (589 individuals, 12 microsatellite loci) to infer how foxsnakes disperse through a mosaic of natural and altered landscape features. Boundary regions between genetic clusters were comprised of low suitability habitat (e.g. agricultural fields). Island populations were grouped into a single genetic cluster suggesting open water presents less of a barrier than non-suitable terrestrial habitat. Isolation by distance models had a stronger correlation with genetic data when including resistance values derived from habitat suitability maps, suggesting habitat degradation limits dispersal for foxsnakes.

At larger temporal and spatial scales I quantified patterns of genetic diversity and population structure using mitochondrial (101 cytochrome *b* sequences) and
microsatellite (816 individuals, 12 loci) DNA and used Approximate Bayesian computation to test competing models of demographic history. Supporting my predictions, I found models with populations which have undergone population size drops and splitting events continually had more support than models with small founding populations expanding to stable populations. Based on timing, the most likely cause was the cooling of temperatures and infilling of deciduous forest since the Hypisthermal. On a smaller scale, evidence suggested anthropogenic habitat loss has caused further decline and fragmentation. Mitochondrial DNA structure did not correspond to fragmented populations and the majority of foxsnakes had an identical haplotype, suggesting a past bottleneck or selective sweep.
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Chapter 1. General Introduction
Background

At its core, evolutionary biology seeks to understand the origins of diversity across hierarchical scales of organization, from individuals to species. Understanding the patterns and processes responsible for diversity provides insights into major evolutionary themes like adaptation, species distributions, and ultimately speciation itself. Similarly, insight into how human alterations on the landscape have modified and are modifying the organization, diversity and connectedness of populations is a central theme in conservation biology (e.g. Clark et al. 2010; Flight 2010; Zhu et al. 2010). Over the past 20 years our ability to quantify the patterns of genetic diversity within individuals, populations and species has greatly advanced our understanding of how geographic and demographic factors influence the microevolutionary processes (e.g. drift, gene flow, selection) that shape patterns of genetic variation (Wright 1978; Slatkin 1987). The spatial and temporal distribution of individuals, populations and usable habitat can therefore have marked impacts on the genetic diversity and population structure of species. Only in the last ten years, however, have landscape characteristics been routinely and explicitly combined with population genetic models producing the emerging field of landscape genetics (reviewed in: Manel et al. 2003). In brief, landscape genetics attempts to understand how topography, hydrology and habitat modulate the impact of microevolutionary processes on fine scale genetic population structure (Manel et al. 2003; Storfer et al. 2007; Holderegger & Wagner 2008).

Improvements in molecular genetics (Sunnucks 2000) and statistical tools (e.g. Manel et al. 2003; Guillot et al. 2009) and in the resolution and availability of digital imagery from Geographic Information Systems (GIS) have improved our ability to
quantify both population structure and landscape features, and to incorporate spatial data directly into spatial genetic analyses. New genetic assignment tests, many based on Bayesian perspectives (reviewed in: Manel et al. 2005), allow us to determine the number and extent of populations based on the distribution of genotypes and not solely on arbitrary geographic delineations of populations as was previously the common practice. Combined with geographic information, assignment tests can identify or confirm barriers on the landscape that function as impediments to gene flow (e.g. Zalewski et al. 2009; Pierson et al. 2010). Isolation by distance (IBD) models using populations (Wright 1943) or individuals (Rousset 2000) have also been a common way to examine genetic population structure in more continuously distributed populations. Incorporating landscape information in the form of least-cost paths (LCP) (Adriaensen et al. 2003) or more recently isolation by resistance (IBR) (McRae 2006) can similarly identify landscape features that promote or impede dispersal and gene flow in continuous populations (e.g. Lee-Yaw et al. 2009; Schwartz et al. 2009).

Despite these advances, few studies have simultaneously combined spatial, ecological and genetic analyses to take full advantage of these new techniques. For example, there are many habitat suitability modeling procedures available (reviewed in: Hirzel & Le Lay 2008) that have been used to establish habitat use preferences and develop habitat suitability maps (e.g. Livingston et al. 1990; Clark et al. 1993; Peeters & Gardeniers 1998; Hirzel et al. 2002). Despite the availability of these methods very few landscape genetic studies incorporate suitability modeling (but see: Wang et al. 2008). Rather many authors test a series of models (e.g. Cushman et al. 2006; Stevens et al. 2006; Pérez-Espona et al. 2008), which may not have a strong basis in the biology of the
focal species. Combining habitat suitability modeling in landscape genetics allows for testing how the amount and quality of habitat impacts genetic connectivity instead of simply identifying landscape features post hoc.

Given the importance of the spatial distribution of populations on genetic population structure it is not surprising that large-scale geographic and climatic events can have strong and lasting effects on the patterns of diversity within a species. For example, climatic oscillations during the glacial periods of the Pleistocene are considered a major cause in the divergence patterns within and between a number of temperate species across Europe and North America (Hewitt 1996; Hewitt 2000). Mountain (e.g. Nielson et al. 2001; McCormack et al. 2008) and island formation or isolation (e.g. Jordan & Snell 2008) have also been major contributors to within and between species diversity. These large-scale events, however, have not acted alone. Indeed smaller scale, more recent factors, such as natural or human-induced habitat loss and fragmentation (Costello et al. 2003; Zellmer & Knowles 2009) and current effective population sizes (Johansson et al. 2006) are also key determinants of contemporary population structure and often erase or at least dilute the signature of more historical effects (Zellmer & Knowles 2009).

Understanding the patterns of geographic variation within a species and the causal factors and processes, is fundamental for our understanding of evolution (Gould & Johnston 1972). The importance of making the link between microevolution and intraspecific variation with speciation was recognized by Avise et al. (1987) when they proposed the new discipline of phylogeography – merging phylogenetic methodology and interpretations with population genetics and considerations of geographical distributions.
From its inception, the field of phylogeography has typically examined within species gene genealogies in a geographic context, attempting to identify the events (e.g. glaciations, mountain formation) and/or demographic processes (e.g. population and range expansion, population bottlenecks) responsible (reviewed in: Hickerson et al. 2010). Until recently, however, phylogeography was not embedded within a rigorous hypothesis-testing framework. Rather traditional phylogeographic approaches typically inferred past population processes post hoc by testing for an association between deduced genetic patterns and geography to derive conclusions regarding myriad possible causative factors (e.g. nested clade analysis, Templeton 1998). Such post hoc forms of analysis lead to a high probability of false positives (Panchal & Beaumont 2007); i.e. spuriously attributing causation to some historical factor. The emergence of statistical phylogeography shows great promise in solving this issue, as it relies on testing competing models that are proposed a priori and can incorporate formal tests of uncertainty (Knowles & Maddison 2002). Although statistical phylogeographic methods and programs are increasingly available (e.g. Cornuet & Luikart 1996; Wegmann et al. 2010) these have not been widely used in the literature.

**The study species**

Foxsnakes (Fig. 1.1A) are relatively large (~1.5m), oviparous snakes native to the Great Lakes Basin (Ontario, Ohio, Michigan) and the north-central United States (Fig. 1.1B). The northern distribution of eastern (*Pantherophis gloydi*) and western foxsnakes (*P. vulpinus*), is quite unusual among temperate terrestrial squamates, which generally have at least a portion of their range extend south into regions that would not have been covered in ice sheets during the Pleistocene glacial maxima. Ectotherms must maintain
their body temperature through heat obtained from their environment, which is particularly difficult in temperate climates (Blouin-Demers & Weatherhead 2002; Row & Blouin-Demers 2006b) and for large (Bulté & Blouin-Demers 2010), oviparous (Gregory 2009) reptiles. Likely due, at least in part, to their thermoregulatory requirements, foxsnakes are marsh and prairie specialists (Ernst & Barbour 1989; Row et al. 2010). Open habitats like prairie and marshes often have higher temperatures than more closed forested habitats and thus, higher thermal quality in temperate climates (Blouin-Demers & Weatherhead 2002; Row & Blouin-Demers 2006a).

Within the current range of foxsnakes there are a number of significant geographic disjunctions. Particularly prominent is the large gap between eastern and western foxsnakes for which there has been speculation as to its cause and significance. For example, many authorities consider eastern and western foxsnakes to be separate species, mainly based on this geographic divide (Collins 1991). The current range of foxsnakes would have been almost completely covered by ice sheets during the maximum glacial extent of the Pleistocene (~70 000 years before present) and there has been suggestion that eastern foxsnakes colonized their current range following an eastward extension of the prairie peninsula (post-glacial steppe) that existed approximately 2000-7000 years ago (Schmidt 1938; Webb 1981). This prairie habitat was subsequently replaced by deciduous forest, possibly leading to the split between eastern and western foxsnakes. Even within the present-day range of eastern foxsnakes, there are many disjunctions among isolated populations according to occurrence records dating back to the 1900’s. Such disjunctions then possibly pre-date major European settlement and may have been caused by the aforementioned incursion of deciduous forest into southwestern Ontario following glacial
Like most northern temperate species, however, eastern foxsnakes have experienced more recent habitat fragmentation and loss due to human activities. This is particularly true for eastern foxsnakes, where extensive urban and agricultural development has occurred across their distribution within the Great Lakes basin. For example, in extreme southwestern Ontario, over 90% of the marshes have been drained (Whitaker 1938). Thus, contemporary gaps in the distribution of eastern foxsnakes may have been caused by postglacial colonization coupled with changing environments, or by recent isolation of previously more connected populations because of land clearing and wetland drainage (last 100-200 years). Of course, these are not mutually exclusive explanations.

Due to the complex demographic and evolutionary history of most species, it is often difficult to define and disentangle the relative contribution of historical and contemporary processes that have shaped patterns of variation within species. Eckert et al. (2008) suggested defining historical processes as those that have had an effect in shaping current patterns of diversity, but are no longer in effect, whereas contemporary processes are those that continue to operate. The general goals of my thesis are to combine ecological, genetic and spatial perspectives to evaluate the roles that both historical and contemporary factors have played in shaping the genetic variation and population structure across the range of eastern and western foxsnakes. Collectively these studies bridge a number of conceptual and empirical gaps that persist in the ecological, population genetic and phylogeographic literature. Specific objects for each chapter are outlined below.
Figure 1.1. Eastern foxsnake basking at Point Pelee National Park, and B) the range of eastern and western foxsnakes derived from Conant & Collins (1991) and historical occurrence records from Ontario, Ohio and Michigan.
Chapter Objectives

1) Movement and habitat use of the Eastern Foxsnake (Pantherophis gloydi) in a fragmented landscape:

The decline in the size (i.e. habitat loss) and the degree of isolation (i.e. habitat fragmentation) of habitat patches have been suggested as leading causes of species extinction (Tilman et al. 1994; Fahrig 2002). Individual species, however, can be impacted differently with some species being limited to the remaining patches of suitable habitat (e.g. Greenwald et al. 2009) while others may modify habitat preferences to use or move through undesirable habitat (Githiru et al. 2007; Marchesan & Carthew 2008). To devise effective management strategies (e.g. habitat corridors) and predict how species respond to habitat changes we need detailed studies of habitat use and behaviour for species in fragmented landscapes. For the second chapter, I used radio-telemetry to quantify habitat use patterns at two locations varying in their degree of habitat fragmentation. I predicted that individuals at the more fragmented site would maintain their habitat use preferences and restrict their movements to within patches of suitable habitat. At the landscape scale I used occurrence records spread across a fragmented region and predicted that they would be non-randomly distributed and located close to patches of usable habitat.
2) Habitat distribution influences dispersal and fine-scale genetic population structure of eastern foxsnakes (*Pantherophis gloydi*) across a fragmented landscape:

Both theory (e.g. Wright 1948; Slatkin 1987) and empirical data (e.g. Postma & van Noordwijk 2005) show that dispersal has large impacts on the distribution of genetic variation. Studying factors that promote or impede dispersal has therefore been a central theme in evolutionary ecology (Greenwood & Harvey 1982) and conservation biology (Frankham *et al.* 2002). Across southwestern Ontario there are varying degrees of agricultural and urban development that have reduced and fragmented marsh and prairie habitat. Despite these changes, foxsnake occurrence records suggest foxsnakes occupy the extent of much of their former range and persist in areas where a number of other snake species have disappeared. It is likely, however, that this development has resulted in barriers to dispersal for foxsnakes.

In chapter 3, I determine the impact that both natural (lakes) and anthropogenic (e.g. roads, agricultural fields) barriers have had on dispersal patterns and resulting fine-scale genetic population structure of eastern foxsnakes. I first determine habitat use patterns at the landscape scale and develop a habitat suitability map across southwestern Ontario using Ecological Niche Factor analysis (ENFA) (Hirzel *et al.* 2002). Second, I quantify the genetic population structure using high-resolution DNA microsatellite markers and determine whether 1) the number and extent of genetic populations identified using assignment tests correlate with habitat distribution and landscape features, and 2) individual isolation by distance models and spatial autocorrelation analysis significantly improve when incorporating landscape derived resistance values.
3) Impacts of historical and contemporary processes on population structure:

Geographic variation within a species both reflects past evolution and shapes future evolutionary trajectories (Gould & Johnston 1972). Quantifying intraspecific genetic variation is essential to our understanding of evolution, including as a central goal, disentangling the relative contributions of historical demographic changes and contemporary processes. Recently, Approximate Bayesian computation (ABC) coupled with coalescent modeling has been employed in a statistical phylogenetic approach to explicitly test multiple hypotheses of causation of present day patterns (Beaumont et al. 2002). As with all Bayesian analysis, prior information can be incorporated in the form of prior distributions and the fit of competing models can be evaluated by comparing the marginal densities and computing a Bayes factor (Leuenberger & Wegmann 2010), making it an ideal approach statistical phylogeography (Knowles & Maddison 2002).

The glacial periods of the Pleistocene (Hewitt 1996; Hewitt 2000) have significantly impacted genetic variation for numerous North American species of herpetofauna (Austin et al. 2002; Zamudio & Savage 2003; Howes et al. 2006; Placyk Jr et al. 2007). I predict that this will also be the case for eastern foxsnakes. More recent natural and anthropogenic changes on the landscape have modified the distribution of available habitat, which has likely resulted in alterations to the size, extent and connectivity of foxsnake populations across their current range and impinged on genetic structure. In Chapter 4, I use both microsatellite and mitochondrial DNA markers to first establish the range wide genetic population structure and genetic diversity patterns. I subsequently use ABC analysis to compare competing population demographic models that are consistent with two hypotheses: 1) large populations, which have undergone
drops in population size and splitting events, and 2) small founding populations that have split from large populations and expanded to be stable. Following the choice of the most appropriate models, I estimate population parameters (e.g. effective population sizes, divergence times of populations) and make comparisons between eastern and western foxsnakes with respect to their respective colonization patterns.
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Chapter 2: Movement and habitat use of the Eastern Foxsnake

(*Pantherophis gloydi*) in a fragmented landscape
Abstract

Determining how animals respond to habitat loss and fragmentation requires detailed studies of habitat use and behaviour in regions that vary in their degree of habitat patch size and fragmentation. As predators, snakes are an important component of ecosystems, yet little is known about how they respond behaviourally to habitat loss. Using radio-telemetry at two locations that differ in size, we examined habitat use patterns at two spatial scales and movement patterns for the endangered eastern foxsnake. Movement patterns were similar at the two locations, but individuals exhibited greater variation in home-range size, and males and gravid females dispersed further from hibernation sites within the larger natural habitat patch. Individuals from both locations preferred marsh at the home range scale, but open semi-natural habitat at the location scale. Within the smaller habitat patch, however, these preferences were accentuated with snakes avoiding agricultural fields. At the landscape scale, individual occurrence records were found closer to and in areas with a higher density of useable habitat, than randomly distributed locations. As predators, snakes are an important component of ecosystems, yet ours is one of the few studies to examine how they respond to habitat loss and fragmentation.
Introduction

Habitat loss and fragmentation significantly reduce species diversity and abundance (Ludwig et al., 2009; Vignoli et al., 2009) and these human impacts are generally deemed to be the leading cause of species extinction (Tilman et al., 1994; Fahrig, 2002). Species with divergent life histories, however, can be impacted differently by habitat loss and fragmentation (Fahrig, 2002; Fahrig, 2007). Some species may be strictly limited to certain habitat types resulting in isolated populations in fragmented landscapes (Greenwald et al., 2009). Other species may show a more plastic response and modify habitat use patterns (Githiru et al., 2007) or be better adapted to moving through a fragmented landscape (Marchesan and Carthew, 2008). To devise effective management practices, we need detailed information on how individuals, populations, and even entire guilds respond to fragmented landscapes (Marchesan and Carthew, 2008), although such information is typically lacking for most organisms and landscapes.

Snakes are often one of the top terrestrial predators in biological communities (Schwaner and Sarre, 1988; Tzika et al., 2008) and significant predators of birds, mammals, amphibians, fish, and reptiles (Luiselli et al., 1998). Recent studies show that habitat loss and fragmentation can negatively impact snake diversity and abundance (Cagle, 2008; Driscoll, 2008; Vignoli et al., 2009). This can have large implications as reduced predator abundance can have potentially profound consequences for ecosystems (Paine, 1969; Duffy, 2002). Despite their importance as predators, however, there is little information on how most snakes respond behaviourally to habitat loss and fragmentation (but see: Corey and Doody, 2010). Indeed, with the importance of edge and open habitat for thermoregulation in temperate climates, some fragmentation may be beneficial for
snakes (Row and Blouin-Demers, 2006c) to the detriment of their prey (Weatherhead and Blouin-Demers, 2004). Without explicit information linking fragmentation and snakes’ responses to it, it is difficult for managers to incorporate these predators into management plans for landscapes.

Southwestern Ontario has the highest density of species at risk in Canada (Environment Canada, 2009). Agricultural and residential development has eliminated over 90% of the marshes (Whitaker, 1938) and most natural habitat for terrestrial species, including many snakes. In this study, we used radio-telemetry in Essex county, southwestern Ontario, to determine the movement patterns and habitat use preferences for the endangered eastern foxsnake (Pantherophis gloydi) at two locations differing in habitat availability and total patch size. We recognize the limitations imposed on our conclusions because we only had a single large site and a single small site, but our study is nevertheless an important first step towards understanding the potential effects of habitat patch size on movement and habitat use patterns in snakes.

Despite the extreme fragmentation across Essex county, foxsnakes remain distributed across most of their historical range (based on post-1900 occurrence records), albeit patchily. Foxsnakes are regarded as marsh and prairie specialists (Ernst and Barbour, 1989) and show significant genetic population structure across this region, with genetic clusters spatially coincident with remaining patches of suitable marsh and grassland habitat (DiLeo et al., 2010; Row et al., 2010). Because of this apparent habitat specificity and indirect genetic evidence of dispersal impeded by areas of agricultural fields, we predicted that foxsnake movements would be more restricted at the smaller of our two locations. We also use occurrence records spread across southwestern Ontario.
and a recently developed habitat suitability map (Row et al., 2010) to determine the distances of individual occurrences from suitable habitat at a landscape scale. We predicted that occurrences would be non-randomly distributed and be significantly closer to patches of suitable habitat, again implying that habitat configuration is a limiting factor in their distribution across this region.

Methods

Study area and study animals

Throughout the season when snakes are active (mid-April – late September) of 2007 and 2008, we opportunistically hand captured and selected 32 eastern foxsnakes (Pantherophis gloydi) at Point Pelee National Park (PPNP; ~1500 ha) and Hillman Marsh Conservation Area (HMCA; ~350 ha) (Fig. 2.1) and implanted them with radio-tramitters (SI-2 transmitters, 2 year battery life, Holohil Systems Ltd., Ottawa, Ontario). We attempted to select individuals spaced evenly throughout each location. PPNP is located along the north shore of Lake Erie in southwestern Ontario. The park is reasonably undisturbed and most of the habitat is in a relatively natural state. HMCA is located approximated 5 km north of PPNP, is a smaller habitat patch, and is almost completed surrounded by roads and extensive agricultural fields (Fig. 2.1). Foxsnakes were located approximately every 2-3 days and at each location, we recorded the UTM coordinates and the general habitat type (marsh, prairie, agricultural field, open semi-natural).
Figure 2.1. Map of study area showing the large (PPNP) and small (HMCA) habitat patches where foxsnakes were tracked using radio-telemetry. Undelineated habitat (white) primarily consists of agricultural fields.
Land cover maps

We used Ontario digital topographic maps (Ontario Base Map, Ontario Ministry of Natural Resources, scale of 1:10000) as base maps to delineate the major habitat types. These maps were generally out of date (collected from 1977-2000) and missing some important features (e.g., open semi-natural habitat). We therefore used 30 cm² resolution aerial photography taken in 2006 (SWOOP, Ontario Ministry of Natural Resources), to confirm existing habitat features and added new features resulting in a map with - open water, semi-natural open (prairie, dune, old unmaintained fields), marsh, forest, agriculture, and scrub (Fig. 2.1).

Movement Patterns

We used two movement summaries to determine if individuals were constrained within the smaller habitat patch. First, we estimated home-range size using minimum convex polygons (MCP). MCPs are simple and do not rely on the data having any underlying statistical distribution, which can bias home-range size results for herpetofauna (Row and Blouin-Demers, 2006b). Before calculating MCP home ranges, commutes (straight-line movements in areas not revisited throughout the active season) to and from hibernation sites were removed. Individuals that were not located at least 20 times within the core activity season were removed from the analysis. Second, we calculated maximum distance from hibernation site for each individual as a measure of dispersal distance. For both of our movement parameters, we tested for differences among reproductive classes (M = Male, NGF = Non-Gravid Female, GF = Gravid Female) and location using 2-way ANOVAs. For this and subsequent ANOVAs, interactions were
included in the model, but removed and not reported if non-significant. Because females shift reproductive classes between years, we considered individuals tracked in consecutive years to be independent for all analyses.

As a measure of movement rate, we also calculated distance moved per day for each reproductive class and location. Temperate zone snakes exhibit seasonal variation in movement patterns (Blouin-Demers and Weatherhead, 2002b; Row and Blouin-Demers, 2006c; Kapfer et al., 2008). We therefore split individuals into their respective reproductive class and divided the active season in three based on the biology of foxsnakes: Mating (May 21 – June 19), Gestation (June 20 – July 20), and Post-Gestation (July 21 – August 31). We subsequently calculated distance moved per day (sum of distance moved / number of days elapsed in season) for each reproductive class and location within each season and tested for differences using a 3-way ANOVA.

For all analyses the distribution of residuals was examined to determine if the assumptions of normality and homogeneity of variance were upheld, and we applied transformations or used equivalent non-parametric tests when violated. All statistical analyses were performed in JMP version 5.1 (SAS Institute Inc., Cary, NC). All means are reported ± standard error.

Habitat use

We first compared habitat use to availability using compositional analysis (Aebischer et al., 1993). At the location scale (selection of locations within the home-range), we compared the proportions of used habitat types to the proportions of habitat types available within the home range. At the home range scale (selection of the entire home-range within the study area), we compared the proportions of habitat types within
the home range of each individual to an availability circle centered on the hibernation site of that individual (or first location if hibernation site was unknown) with a radius equal to the maximum length of their home-range (Row and Blouin-Demers, 2006a). Habitat proportions were computed in ArcView 3.2 (ESRI, Redlands, CA) using the Animal Movement Extension (Hooge and Eichenlaub, 1997).

Compositional analysis does not examine inter-individual variation (Calenge and Dufour, 2006). We therefore examined variation between individuals at both scales using an eigen analysis of selection ratios, which maximizes the difference between use and availability onto one or two factor scores and assesses variation among individuals (Calenge and Dufour, 2006). Compositional and eigen analysis were done in R (R Core Development Team, Vienna, Austria) using the adehabitat package (Calenge, 2007).

Landscape scale

Row et al. (2010) developed a habitat suitability map for eastern foxsnakes across southwestern Ontario using 722 occurrence records and an Ecological Niche Factor Analysis (see Appendix 2). They grouped the habitat across southwestern Ontario into 4 suitability classes: unsuitable, marginal, suitable, and optimal. Using the habitat suitability map and occurrence records, we determined the propensity of individuals to travel and persist with low amounts of suitable habitat by calculating 1) the distance from occurrence records to usable habitat (marginal-optimal) and 2) the area of suitable habitat surrounding (1.5 km buffer) each occurrence record. We compared these values to an equal number of locations (722) randomly distributed across the study area using a one-way ANOVA.
Results

Movement patterns

We tracked 17 individuals at HMCA resulting in 20 (NGF = 7; GF = 7; M = 9) snake years (3 individuals were tracked in both years) and we tracked 15 individuals at PPNP resulting in 16 (NGF = 5; GF = 5; M = 6) snake years (one individual was tracked in both years). Mean MCP home range area was larger for individuals at PPNP (mean = 50 ± 10.5 ha) than at HMCA (mean = 31 ± 9.39 ha); however, a 2-way ANOVA revealed that there was no significant difference for mean MCP area between the reproductive classes ($R^2 = 0.02, F_{2,35} = 0.25, p = 0.78$) or location ($R^2 = 0.04, F_{1,35} = 1.20, p = 0.28$) possibly due to the large variation among individuals. Due to two outliers (see below), the assumption of normality was not met, but the lack of significance was confirmed using a non-parametric Kruskal–Wallis test. The range in MCP area was higher for individuals at PPNP (min = 4.8 ha, max = 163.9 ha, range 159.0 ha) than at HMCA (min = 8.4 ha, max = 75.5 ha, range 67.1 ha) mainly due to two outliers at PPNP (~150 ha home ranges).

Maximum distance to hibernation site did not significantly vary by reproductive class ($R^2 = 0.03, F_{2,39} = 0.67, p = 0.52$) or location ($R^2 = 0.04, F_{1,39} = 1.77, p = 0.19$) nor was the interaction significant ($R^2 = 0.07, F_{2,39} = 1.44, p = 0.24$). One female tracked for 2 years at PPNP (the only female not to become gravid over the 2 years) had much lower movement rates than all other individuals. When this female was removed, all reproductive classes at PPNP had a longer maximum distance to their hibernation sites and location became marginally significant ($R^2 = 0.11, F_{2,36} = 4.01, p = 0.05$; Fig. 2.2A).

A 3-way ANOVA determined that distance moved per day varied significantly with season ($R^2 = 0.11, F_{2,125} = 8.81, p < 0.001$) and season*reproductive class ($R^2 = 0.09,$
$F_{4,125} = 3.46, p < 0.01$), but not by reproductive class ($R^2 = 0.03, F_{2,125} = 2.65, p > 0.07$) or location ($R^2 < 0.001, F_{1,125} = 0.001, p = 0.97$). All other interactions were non-significant (all $p$-values $> 0.52$). Because of the interaction between reproductive class and season, we used separate one-way ANOVAs to compare reproductive classes within seasons grouping over locations. Within the gestation period, the effect of reproductive class was significant ($R^2 < 0.21, F_{1,43} = 5.62, p = 0.007$) and Tukey HSD tests revealed that gravid females moved more than the other two classes (Fig. 2.2B). Although males and gravid females appeared to have higher movement rates than non-gravid females in the mating season (Fig. 2.2B), this difference was not significant ($R^2 < 0.12, F_{1,39} = 2.05, p = 0.095$). In the post gestation period, there was some evidence that non-gravid females have higher movement rates than the other two groups (Fig. 2.2B), but this difference was not significant ($R^2 < 0.09, F_{1,43} = 1.19, p = 0.157$).

**Habitat use**

Compositional analysis at the location scale revealed that individuals at HMCA used habitat within their home-range non-randomly ($\lambda_{20,5} = 0.02, p > 001$; Fig. 2.3A) and individuals preferred open dry habitat to all others. For this and subsequent tests, significant differences in rank at alpha = 0.05 are represented by “>>” and non-significant by “>”. Habitat ranks were open >> marsh > agriculture > shrub > forest. Individuals at PPNP were also found to use habitat non-randomly ($\lambda_{20,5} = 0.02, p > 001$; Fig. 2.3B) and snakes also preferred open to all other habitats types: open >> marsh > forest, with marsh and forest being > than dense shrub, but >> agriculture.
Figure 2.2. A) Mean (± standard error) maximum distance from hibernation sites for non-gravid females (NGF), gravid females (GF), and male (M) eastern foxsnakes from a large (PPNP) and small (HMCA) habitat patch in southwestern Ontario, and B) Mean distance (± standard error) moved per day varied differently across season for radio-tracked M, GF and NGF eastern foxsnakes combined over the two locations (PPNP & HMCA).
Figure 2.3. Mean proportion (± standard error) of radio-telemetry locations within five habitat types compared to habitat composition within minimum convex polygon home-ranges for radio-tracked eastern foxsnakes at A) a highly fragmented (HMCA) and, B) a site with little fragmentation (PPNP) in southwestern Ontario.
Figure 2.4. Mean habitat proportions (± standard error) within minimum convex polygon home-ranges compared to available habitat composition (circle centered on the hibernation site with a radius equal to the home-range length for each individual) for radio-tracked eastern foxsnakes at, A) a highly fragmented (HMCA) and B) a site with little fragmentation (PPNP) in southwestern Ontario.
Eigen analysis reduced most of the variation to the first axis (94%), with all individuals having varying degrees of preference for open habitat while avoiding the other habitats (Figure A1.1A Appendix 1). At PPNP, 87% of the variation was explained by the first two axes (axis 1 – 63%, axis 2 – 24%). As with HMCA, the majority of individuals preferred open dry habitat to the other habitats at this scale. There was much more variation among individuals, however, and many demonstrated little apparent preference for any habitat (values close to zero for both axes) at this scale (Figure A1.1B Appendix 1).

Using compositional analysis at the home range scale, we determined that habitat use was significantly different from random for snakes at HMCA ($\lambda_{20,5} = 0.14$, $p > 0.01$; Fig. 2.4A) and marsh was significantly preferred over all other habitat types, and all habitat types were preferred over agriculture (ranks: marsh >> open >> shrub > forest >> agriculture). For snakes at PPNP, habitat use was also significantly different from random ($\lambda_{20,5} = 0.34$, $p = 0.009$; Fig. 2.4B) and marsh was again preferred over all other habitat types: marsh >> forest > open > shrub > agriculture.

The first two axes of the eigen analysis explained most of the variation (99%) observed at HMCA. All individuals had positive values on the first axis, which explained most of the variation ($\approx 89%$), with all individuals demonstrating preference for marsh and open dry habitat and avoidance for the other habitat types (Figure A1.2A Appendix 1). There was some variation among individuals on the second axis, which explains less variation (9%), demonstrating some variation in preference for open dry habitat within the home range.
At PPNP there was more individual variation, but the first two axes of the eigen analysis still explained a large proportion of the total variation (86%). Most variation was explained by the first axes (axis 1 – 70%, axis 2 – 16%), and all except two individuals still had negative values on the first axis representing a preference for marsh habitat (Figure A1.2B Appendix 1). The second axis mainly separated individuals preferring open dry and shrubby habitats versus forest habitat with about half the individuals showing a weak preference for each.

*Landscape Scale*

The distance of foxnake occurrences from usable habitat (marginal-optimal) was significantly lower than for random locations ($F_{1,1443} = 287.22; p < 0.001$; Fig. 2.5A). Approximately 15% (111 records) of occurrence records were outside usable habitat as we defined it. The greatest distance that any individual was found from usable habitat was 4.6 km, but only 11 (~1.5%) records were >1.5 km (average maximum distance from hibernation site for radio tracked snakes) from usable habitat. Random locations were much further from suitable habitat, with 588 records (81%) placed outside usable habitat and 147 (20%) locations > 1.5 km from usable habitat (Fig. 2.5A). There was also significantly more usable habitat within a 1.5 km buffer surrounding foxsnake occurrences (mean = 385 ± 175 ha) than random locations (mean = 126 ± 153 ha) ($F_{1,1443} = 891.77, p < 0.001$; Fig. 2.5B). Only 14 (~2%) of occurrence records were found in areas with < 1 ha of usable habitat, whereas, 126 (~17%) random records had <1 ha of surrounding usable habitat.
Figure 2.5. A) Distance to usable (marginal-optimal) habitat, and B) and amount of usable habitat within a 1.5 km buffer surrounding foxsnake occurrence records and randomly generated points across southwestern Ontario.
Discussion

Although habitat fragmentation has been shown to have a negative effect on snake diversity and abundance (Luiselli and Capizzi, 1997; Mac Nally and Brown, 2001; Vignoli et al., 2009), little is known about the response of individuals and populations to habitat patch size and fragmentation. There are limitations to our conclusions because we only had a single large site and a single small site; however, our study is an important first step towards understanding the potential effects of habitat fragmentation and patch size on movement and habitat use patterns in snakes. Thus, this study will be useful to land managers attempting to understand and minimize the impact of habitat fragmentation.

Using radio-telemetry, Corey and Doody (2010) found that individual carpet pythons (Morelia spilota) in disturbed habitats in Australia had lower movement rates than in a less disturbed habitat, but found no difference in space use (e.g. home-range size) between the sites. Here we found most movement patterns of foxsnakes from the two sites to be similar, but there were some differences that suggest movements are constrained in smaller habitat patches and this, in turn, implies that the significant genetic structure across this region (Row et al., 2010) in part arises because movements are hindered for snakes in smaller habitat patches. First, mean MCP home-range size did not differ significantly between locations, but the range in values was much greater for individuals at PPNP. This was mainly due to two individuals with extremely large home ranges (~150 ha), but does imply that patch size may limit home range size. Similarly, when one outlier non-gravid female was removed, all reproductive classes had significantly higher distances from their hibernation sites at PPNP compared to
individuals at HMCA, demonstrating their ability to travel further distances in larger expanses of natural habitat.

We found no difference between locations for distance moved per day, but detailed consideration of individual locations showed that reproductive males and gravid females both tended to have increased movement (distance/day) during the mating and gestation periods whereas an increase was not evident in non-gravid females, which had similar movement patterns in all three seasons. Many other studies on snakes have reported increased male movement rates during the mating season in comparison to the other reproductive classes, which is likely due to mate searching (Blouin-Demers and Weatherhead, 2002a; Carfagno and Weatherhead, 2008; Kapfer et al., 2008). Many females made long distance movements to and from nesting locations, which likely accounts for the increased movement of gravid females compared to non-gravid females during the mating and gestation seasons.

Our fine-scale radio-telemetry results indicate that foxsnakes are strict habitat specialists and are restricted mainly to marsh and prairie habitat as reported previously in the general literature (Ernst and Barbour, 1989). Overall, habitat use patterns at both locations showed little absolute difference. We did find a difference in patterns depending on scale (marsh at home range scale, open habitat at location scale) suggesting that individuals are using these habitats for different reasons, which has been reported for other reptiles (Compton et al., 2002). A possible reason for this disparity may be a compromise between suitable retreat and/or basking sites and foraging habitat. Individuals would often spend long periods of time basking and resting beside or under shelter such as rocks or snags, which appear to be more abundant in areas surrounding the
marsh. Further studies testing prey abundance and distribution of shelters would be required to test if perhaps prey abundance is higher in marshes leading to the differences between scales.

Despite the overall similarities between sites, individuals at HMCA had stronger habitat selection patterns with less variability among individuals. These differences are likely due to the amount and distribution of habitat within locales, with individuals at HMCA not having to travel through undesirable natural habitat such as forests and dense shrub habitat. It does demonstrate, however, the unwillingness of foxsnakes at HMCA to use, or even move through, agricultural fields despite the abundance of this habitat type at this location. No individual was ever located directly within an agricultural field, likely due to a lack of cover. Agricultural fields are bare throughout spring and lack dead vegetation and other shelter (e.g., rocks or logs) that would be present in more natural open habitat.

Our radio-telemetry analysis looked at fine scale patterns at only two locations and so it is impossible to eliminate other site-specific effects (e.g., distribution of hibernation sites, habitat quality) that could be affecting movement patterns independent of patch size or fragmentation. There are also much smaller patches of habitat across the range of foxsnakes that still appear to be inhabited. It would be interesting to confirm whether movement patterns of resident snakes are confined to these smaller patches, or whether these individuals are more inclined to move through the agricultural matrix at these locations. We did track three individuals in a small privately owned patch of open dry habitat (~8-10 ha, much smaller than HMCA) embedded within a dense agricultural mosaic. Although not included in our analyses due to small sample sizes, these three
individuals also did not use agricultural fields, but did traverse agricultural fields to use small patches of semi-natural open habitat in other areas (e.g., large hedge rows, drainage ditches, restored private ponds, and prairie habitat). Further detailed work in such habitat patches will increase our understanding of dispersal patterns across this region.

At the landscape scale, the vast majority of occurrence records were close to usable habitat, at distances that our radio-telemetry data indicate foxsnakes can easily traverse. The fact that some individuals were found outside of suitable habitat at all, however, suggests that individuals in more impoverished habitats are travelling through or utilizing smaller patches and/or different habitats than individuals observed at HMCA, which never travelled into agricultural fields.

**Management Implications**

Recent landscape genetics studies have suggested that habitat loss and fragmentation can impact snake population genetic structure (Jansen et al., 2008; Clark et al., 2010) and reduce abundance and diversity (Cagle, 2008; Vignoli et al., 2009). Given their importance as predators in many landscapes (Schwaner and Sarre, 1988; Tzika et al., 2008) and the scale of habitat fragmentation occurring globally, effective management strategies are required to maintain snake populations. The broad occupancy of foxsnakes across much of their former range (compared to historical records) in a heavily fragmented region, implies foxsnakes may have adapted well to the extensive habitat loss and fragmentation in this region or that there is a prolonged lag between habitat loss and ultimate demise of these small populations. Our results, combined with the results of DiLeo et al. (2010) and Row et al. (2010) suggest, however, that foxsnake populations are limited by the distribution of the small patches of suitable habitat remaining. These results
demonstrate the importance of maintaining relatively close (>1.5 km) habitat connections between populations, but imply that it is possible that connections may be maintained through the use of habitat islands and/or habitat corridors (Rosenberg et al., 1997).
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Chapter 3: Habitat distribution influences dispersal and fine-scale
genetic population structure of eastern foxsnakes (*Pantherophis gloydi*)
across a fragmented landscape
Abstract

Dispersal is a fundamental attribute of species in nature, and shapes population dynamics, evolutionary trajectories and genetic variation across spatial and temporal scales. It is increasingly clear that landscape features have large impacts on dispersal patterns. Thus, understanding how individuals move through landscapes is essential for predicting impacts of landscape alterations. Information on dispersal patterns, however, is lacking for many taxa, particularly reptiles. Eastern foxsnakes (*Pantherophis gloydi*) are marsh and prairie specialists that avoid agricultural fields, but they have persisted across a fragmented region in southwestern Ontario and northern Ohio. Here, we combined habitat suitability modeling with population genetic analyses to infer how foxsnakes disperse through a habitat mosaic of natural and altered landscape features. Boundary regions between the eight genetic clusters, identified through assignment tests, were comprised of low suitability habitat (e.g. agricultural fields). Island populations were grouped into a single genetic cluster, and comparatively low $F_{st}$ values between island and mainland populations suggest open water presents less of a barrier than non-suitable terrestrial habitat. Isolation by resistance and least-cost path analysis produced similar results with matrices of pairwise individual genetic distance significantly more correlated to matrices of resistance values derived from habitat suitability than models with an undifferentiated landscape. Spatial autocorrelation results matched better with assignment results when incorporating resistance values rather than straight-line distances. All analyses used in our study produced similar results suggesting that habitat degradation limits dispersal for foxsnakes, which has had a strong effect on the genetic population structure across this region.
Introduction

Both evolutionary theory (e.g. Wright 1948; Slatkin 1987) and empirical data (e.g. Postma & van Noordwijk 2005) show that dispersal has large impacts on how genetic variation is distributed among populations. Indeed, estimating dispersal and gene flow is key to understanding local adaptation (Postma & van Noordwijk 2005), population genetic models of diversification (Slatkin 1987), and population connectivity and persistence for species of conservation concern (e.g. Cegelski et al. 2003). Thus, studying factors that promote or impede dispersal has long been a central theme in evolutionary ecology (Greenwood & Harvey 1982) and conservation biology (Frankham et al. 2002).

Recent studies show that species’ habitat preferences coupled with landscape features modulate dispersal patterns influencing genetic population structure (e.g. Piertney et al. 1998; Castric et al. 2001). Thus, understanding how individuals disperse through complex landscapes is essential for predicting the impact that landscape alterations (e.g. habitat fragmentation) have on populations and for devising effective schemes to mitigate their effects (e.g. habitat corridors) (Fahrig 2007). Information on dispersal patterns, however, is lacking for many taxa, and this is particularly true for terrestrial reptiles (Bowne & Bowers 2004), despite their importance as top predators in many ecosystems (Schwaner & Sarre 1988; Tzika et al. 2008).

Methods for spatially quantifying genetic population structure and landscape effects have been developing rapidly (Manel et al. 2003; Balkenhol et al. 2009; Guillot et al. 2009). A popular technique for quantifying landscape effects is the assignment test (reviewed in Manel et al. 2005), which allows researchers to identify boundaries between genetic clusters and to move away from arbitrary delineations of populations based on
geographic location alone (Manel et al. 2005; Zalewski et al. 2009). Combining assignment tests with surface interpolation of posterior probabilities (Guillot et al. 2005; Murphy et al. 2008; Pierson et al. 2010) and admixture coefficients (Durand et al. 2009) can diagnose population boundaries and regions of admixture on the landscape, but is under-utilized in the literature (but see: Murphy et al. 2008), particularly with three or more clusters.

When populations are continuously distributed, spatial genetic structure has traditionally been quantified using isolation by distance (IBD) models (individuals or populations) (Wright 1943; Rousset 2000; Frantz et al. 2009). Landscape effects can be incorporated into IBD models by using Mantel’s non-parametric permutation tests (Mantel 1967; Slatkin 1993) to compare the fit of the relationship between matrices of genetic distinctiveness and straight-line geographic distance or matrices of resistance values based on landscape features. Traditionally, resistance values have been calculated using a ‘least cost’ path (LCP) model (Adriaensen et al. 2003) based on the estimated propensity for organisms to travel through different habitat types. A related and potentially more powerful method, isolation by resistance (IBR) (McRae 2006), uses circuit theory to quantify the amount of potential connectivity between populations and accommodates larger and/or more habitat corridors between populations. IBR approaches thus far appear to produce better results than least cost paths (McRae & Beier 2007), but have not been thoroughly evaluated with multiple empirical datasets, especially those at fine scales.

Spatial autocorrelation analysis (Slatkin & Arter 1991) is another potentially powerful approach in the landscape genetics tool kit that compares the relatedness of
individuals within spatial categories of increasing magnitude to the relatedness of randomly distributed pairs of individuals. Researchers often equate the scale of spatial genetic structure in continuous populations as the geographic distance of positive spatial autocorrelation (Epperson & Li 1997). Populations, species or sexes that show positive spatial autocorrelation across greater spatial extents are viewed as having greater dispersal ability (Beck et al. 2008; Hardy et al. 2008). As with IBD models, incorporating pairwise least-cost paths or resistance values into spatial autocorrelation analysis instead of straight-line distances would seem more biologically realistic. Although this is easily accomplished using most popular spatial autocorrelation software, this is rarely tested in natural populations.

Eastern foxsnakes (Pantherophis gloydi) are marsh and prairie specialists, but have persisted across southwestern Ontario and northern Ohio where most of these habitat types have been converted to agricultural land (Whitaker 1938). Here, we evaluate the effects that habitat conversion, loss and fragmentation have had on this marshland-prairie specialist, and infer how foxsnakes disperse through a complex habitat mosaic of natural and altered landscape features. Specifically, we combine the results of habitat suitability modeling and genetic patterns inferred using assignment tests with spatial interpolation, IBD (with IBR and LCP models) and spatial autocorrelation analysis to address the following questions:

1) Does the number and extent of genetic populations identified using Bayesian assignment methods correlate with current habitat distribution patterns and landscape features (e.g. road and urban barriers; lake barriers)?
2) Does the predictive ability of isolation models and spatial autocorrelation analysis significantly improve when using landscape resistance values derived from habitat suitability modeling?

Although studies increasingly deploy these methods to incorporate landscape structure into population genetic analysis, few fully combine ecological, genetic and spatial analysis. For example, to our knowledge ours is one of the first studies to combine the results of habitat suitability modeling with genetic analysis (but see: Wang et al. 2008). Thus, as a secondary goal, we compare results among the three methods and also determine if IBR outperforms LCP analysis for a relatively fine-scale individual dataset.

Methods

Genetic sampling and microsatellite screening

Over the season when snakes are active of 2006 – 2009, we hand captured foxsnakes from across southwestern Ontario, took a small blood sample (~200 ml stored in 95% ethanol) from the caudal vein and visually determined the sex. We also took tissues from individuals killed on roads and acquired samples from researchers working in other regions (Ohio and Michigan) leading to a total of 585 samples (Fig. 3.1). This sampling range represents the majority of the distribution of two geographically disjunct regions (large distribution gap between Norfolk county and other populations) of eastern foxsnakes, and comprises close to 60% of the current range of eastern foxsnakes (Fig. A2.1 Appendix 2).
Figure 3.1. Map of study area with black triangles representing sample locations of eastern foxsnakes and grey polygon outlining populations for display purposes (see Fig. 3.2). Dark black line outlines region where detailed habitat modeling was completed.
We extracted DNA from blood and tissue using QIAGEN (Venlo, Netherlands) DNeasy blood and tissue kit following the manufacturer’s protocols. All samples were genotyped for 11 microsatellite loci (FS24, FS50, FS33, FS52, FS67, FS82, FS77, FS63, FS09B, FS42B, FSV16B, accession # EU294198 – EU294208) developed specifically for this species (Row et al. 2008) and one additional locus (EOB10, accession # AF544655) developed for eastern ratsnakes (Pantherophis obsoleta) (Blouin-Demers & Gibbs 2003). PCR reaction mixes were made up of 10 ng of genomic DNA, 1X Taq buffer with (NH₄)₂SO₄ (Fermentas), 0.2 µM forward and reverse primer, 0.1 mM of each nucleotide, 0.03 µM of Well RED fluorescent-labeled M13 primer (Boutin-Ganache et al. 2001), 0.25 U of DNA Taq polymerase (Fermentas) and concentrations of MgCl₂ specific to the microsatellite (Row et al. 2008). PCRs were done in a GeneAmp 9700 or 2700 (Applied Biosystems) using the cycling profile: 5 min denaturation at 95°C; 35 cycles of 30 s at 95°C, 30 s at 55°C and 30 s at 72°C; and a final extension of 72°C for 5 min. PCR products were run on a Beckman Coulter CEQ 8000 capillary automated sequencer and microsatellite sizes were scored using CEQ 8000 Genetic Analysis System.

Previous studies using these same loci found neither deviations from Hardy-Weinberg Equilibrium (HWE) nor linkage equilibrium (Row et al. 2008), nor were null alleles prevalent (DiLeo et al. 2010). Because we use additional populations and loci (EOB 10), we again tested for departures from HWE (100 batches, 1000 iterations per batch) and linkage equilibrium (100 batches, 1000 iterations) using Fisher’s exact tests as implemented in Genepop 4.0.1 (Raymond & Rousset 1995) and used MICRO-
CHECKER 2.2.3 (van Oosterhout *et al.* 2004) to test for scoring errors and null alleles. We split our samples into our 16 geographically defined “populations” (Fig. 3.1; Appendix 3); excluding the Chatham population) where we had samples with >10 individuals. In the MICRO-CHECKER analysis only samples from the 8 populations identified by clustering analysis were used.

*Landscape quantification and habitat suitability*

Across southwestern Ontario (Fig. 3.1) we used Ontario digital topographic maps (Ontario Base Map, Ontario Ministry of Natural Resources, scale of 1:10000) as base maps for the major habitat types. These maps were generally out of date (collected from 1977-2000) and missing some important features (e.g. open semi-natural habitat). We therefore overlaid a grid (~5 km²) and, using 30 cm² resolution aerial photography taken in 2006 (SWOOP, Ontario Ministry of Natural Resources), we confirmed existing habitat features and added new features (> 15 m² in size) resulting in a map with: open water, semi-natural open habitat, marsh, forest, residential/urban, agriculture, roads, and small creeks/drains. Using these maps and 722 occurrence records spread across this region (Fig. A2.1 Appendix 2) we used Ecological Niche Factor Analysis (ENFA) (Hirzel *et al.* 2002) to determine landscape scale habitat preference patterns and develop two (40 m X 40 m resolution) habitat suitability maps: 1) a ranked habitat suitability map with suitability scores between 0 and 100, and 2) a grouped habitat suitability map with 4 habitat suitability classes: unsuitable, marginal, suitable and optimal, based on a plot of the predicted frequency of evaluation points in each habitat class to the expected frequency based on a random model (Fig. A2.2a; Appendix 2) (Hirzel *et al.* 2006). Both of these ecologically derived habitat suitability maps were used to develop landscape
conductance and resistance scores (See: Isolation by resistance and least-cost path analysis). Ninety-nine percent of individuals were found in habitat with a suitability ranking > 2 out of 100 suggesting that they rarely travel in low quality habitat. We therefore added a fifth ‘barrier’ habitat class (habitat suitability = ranking between 0-2) for some of the fine-scale genetic analyses. A detailed account of the methods and results of the ENFA analysis can be found in Appendix 2.

**Assignment tests**

Because of their superiority at detecting fine scale population structure when genetic clusters are spatially distinct (Chen et al. 2007) (which is expected for a relatively low vagility taxon such as snakes), we chose clustering programs that explicitly incorporate spatial information. There are now multiple techniques for individual clustering with spatial options, each of which make different assumptions about the data (Guillot et al. 2009). We therefore used two approaches to test whether our results were consistent. We used the program Bayesian Analysis of Population Structure (BAPS 5.1) (Corander et al. 2008) because of the low subjectivity involved in the methods for choosing the number of clusters (k). BAPS outputs a probability for the number of clusters, which may or may not match the maximum number of clusters (max k). Because the probability for the number of clusters can vary with max k, we ran BAPS using individual spatial clustering with 20 replicates for each of max k set to 10, 15, 20 and 25. We conducted admixture analysis using the number of clusters chosen in the non-admixture analysis with 200 iterations, 200 reference individuals and 20 iterations for each reference individual (Corander & Marttinen 2006).
We also used TESS 1.3 (Chen et al. 2007), which has a spatial option and allows for a detailed admixture analysis (Durand et al. 2009). Using TESS we ran 70,000 (20,000 burn-in) MCMC iterations 10 times from k = 3 to k = 12 using non-admixture analysis. The ideal cluster number was chosen based on when the Deviance Information Criterion (DIC) values reached a plateau and/or the Q-matrix of individual posterior probabilities stabilized (no additional clusters became apparent). Following the choice of the number of clusters, we ran an additional 60 replicates for that number of clusters and averaged the top models (based on DIC) in CLUMPP 1.2 (Jakobsson & Rosenberg 2007) and displayed clusters using DISTRUCT 1.1 (Rosenberg 2004). We chose the number of models to average based on the distribution of DIC values. We estimated admixture proportions, using the number of clusters established with the non-admixture analysis, with a conditional auto-regressive (CAR) Gaussian model with a trend degree of two (Besag 1975; Durand et al. 2009). We again conducted 60 runs with 70,000 (20,000 burnin) MCMC iterations, and averaged the top runs in CLUMPP 1.2 and displayed the results using DISTRUCT 1.1.

For the non-admixture analysis, we considered an individual as a migrant if its genotype implied that it originated from a population other than where it was captured (p > 80% of non-membership) and an individual that did not assign to any population with p > 80% as having unknown ancestry. In the admixture analysis, BAPS tests for individuals showing significant levels of admixture (α = 0.05) (Corander & Marttinen 2006) and comparing DIC values in TESS can establish if using admixture provides a better fit for the data (Durand et al. 2009). For comparative purposes we also ran a non-spatial, admixture analysis using Structure 2.3.3 (Pritchard et al. 2000) (see Appendix 4).
We subsequently determined the extent of differentiation between and patterns of
 genetic diversity within identified genetic clusters by calculating pairwise $F_{ST}$ (Weir &
 Cockerham 1984) and Jost’s D (Jost 2008) between all clusters and expected
 heterozygosity ($H_e$ - corrected for sample size; (Nei 1978)), mean number of alleles,
 standardized allelic richness (Hurlbert 1971) and mean $F_{IS}$ within clusters using
 Microsatellite analyzer 4.05 (Dieringer & Schlotterer 2003) and SMOGD 1.2.5 (Crawford
 2010).

*Spatial kriging*

Using the R (R Development Core Team 2009) package *spatial 7.2* and *gstat 0.9*,
we mapped the extent of genetic clusters and identified barriers between clusters using
 ordinary kriging surface interpolation (Ripley 1981) of admixture proportions. For all
 clusters, we fit a zero polynomial (constant) trend surface regression with an exponential
 covariance function to the admixture proportions ($\text{psill} = 1$, $\text{nugget} = 0$) for each cluster,
 with a range parameter of 100 000 (100 km), and extrapolated the trend over the study
 area at a resolution of 500 m. This resulted in 8 maps, equal to the number of genetic
 clusters, with each map extrapolating the admixture proportions (proportion of genotype
 belonging to that particular cluster) across the study area. We identified common barriers
 by combining kriging maps of all the clusters and taking the maximum values. Therefore,
 we considered areas with low admixture values in the combined map to be boundary
 regions between genetic clusters. The surface interpolation extrapolates trends beyond
 areas with samples, so patterns in zones with large sampling gaps and in non-usable
 habitat (e.g. lakes) must be interpreted with caution.
If habitat quality was impacting genetic population structure you would expect areas with low habitat quality to correlate with genetic boundaries (i.e. low admixture proportions). We determined whether genetic boundaries were spatially related to regions of low habitat suitability by overlaying the habitat suitability map on top of the kriging surface maps across southwestern Ontario where detailed habitat suitability maps were developed (Fig. 3.1). Subsequently, we tested whether mean admixture proportions were lower (i.e. boundary regions between genetic clusters) within lower habitat suitability classes using a one-way ANOVA.

*Isolation by resistance and least-cost path analysis*

Across southwestern Ontario, where detailed habitat maps were available (Fig. 3.1), we conducted IBR and LCP analysis. Resistance values for the analysis are often not derived from ecological data and most studies test a series of models with a variety of costs assigned to landscape features (e.g. Schweiger *et al.* 2004; Cushman *et al.* 2006; Quéméré *et al.* 2010). A rarely used alternative approach is to use the results of habitat suitability modeling (Wang *et al.* 2008). We used a method similar to Wang *et al.* (2008) and derived landscape costs using habitat suitability scores derived from the ENFA analysis (see: Appendix 2). In the IBR analysis we used the conductance settings, with higher values (i.e. higher suitability) having a greater conductance (i.e. lower landscape resistance). Using the habitat suitability scores we derived 6 models based on: 1) the habitat suitability values produced from the ENFA analysis, 2) the 5 grouped habitat suitability classes (barrier, unsuitable, marginal, suitable and optimal –see *Landscape quantification and habitat suitability*), and 3) suspected barriers on the landscape (e.g. major highways and urban centers) (Table 3.1). Values for grouped models (Cond2,
Cond3, Cond5, Cond6) were the average value of the Predicted/Expected score of the ENFA analysis (Fig A2.2a; Appendix 2) within that habitat suitability class. These models were compared to a model with all landscape values equal to a conductance of 1, which is analogous to a straight-line distance model, but bounded by the study area and therefore a more direct comparison between models (Lee-Yaw et al. 2009). Pairwise resistance scores between individuals were calculated using CIRCUITSCAPE 3.5 (McRae 2006). CIRCUITSCAPE uses electrical theory to measure electrical resistance (measured in ohms) between sampling locations based on the assigned resistance or conductance values (in our case conductance) provided for the landscape (McRae et al. 2008).

We used a similar method to develop landscape resistance values for the LCP analysis. We needed to develop resistance and not conductance scores, however, and so we used values opposite to the conductance values (Table 3.1). As with the IBR analysis, we compared cost models to a model with all landscape values equal to 1. All pairwise least cost distances were derived using the PATHMATRIX 1.1 (Ray 2005) extension in ArcView 3.2 (ESRI, Redlands, CA).
Table 3.1. Conductance and resistance models used for isolation by resistance and least-cost path analysis. Models were derived from habitat suitability (HS) scores derived from ecological niche factor analysis. See text for additional details.

<table>
<thead>
<tr>
<th>Model</th>
<th>Unsuitable</th>
<th>Marginal</th>
<th>Suitable</th>
<th>Optimal</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolation by Resistance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condeq</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>None</td>
</tr>
<tr>
<td>Cond1</td>
<td>1-30</td>
<td>31-45</td>
<td>46-80</td>
<td>81-101</td>
<td>None</td>
</tr>
<tr>
<td>Cond2*</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>10</td>
<td>None</td>
</tr>
<tr>
<td>Cond3†</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>10</td>
<td>0-2 HS scores†</td>
</tr>
<tr>
<td>Cond4</td>
<td>1-30</td>
<td>31-45</td>
<td>46-80</td>
<td>81-101</td>
<td>Major 4 lane highway; urban centers</td>
</tr>
<tr>
<td>Cond5*</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>10</td>
<td>4 lane highway; urban centers</td>
</tr>
<tr>
<td>Cond6*</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>10</td>
<td>0-2 HS scores†; 4 lane highway; urban centers</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Least-cost path analysis</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Costeq</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>None</td>
</tr>
<tr>
<td>Cost1</td>
<td>101-81</td>
<td>80-46</td>
<td>45-31</td>
<td>30-1</td>
<td>None</td>
</tr>
<tr>
<td>Cost2*</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>None</td>
</tr>
<tr>
<td>Cost3†</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>0-2 HS scores†</td>
</tr>
<tr>
<td>Cost4</td>
<td>101-81</td>
<td>80-46</td>
<td>45-31</td>
<td>30-1</td>
<td>Major 4 lane highway; urban centers</td>
</tr>
<tr>
<td>Cost5*</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>4 lane highway; urban centers</td>
</tr>
<tr>
<td>Cost6*</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>0-2 HS scores†; 4 lane highway; urban centers</td>
</tr>
</tbody>
</table>

*Gaps in highway barrier were left at major drains and river underpasses
†99% of locations were in habitat with a score greater than 2.
For both the IBR and LCP analysis, we used Mantel’s tests (Mantel 1967) to determine if matrices of pairwise individual genetic distances were more highly correlated to landscape-derived resistance values or to resistance values based on an equal landscape. Subsequently, we used partial Mantel’s tests (Smouse et al. 1986) to determine if there was a significant correlation between genetic distance and landscape-derived resistance values when controlling for straight-line distance (resistance values based on an equal landscape) and vice versa. Using SPAGeDi 1.3 (Hardy & Vekemans 2002), we calculated pairwise genetic differentiation between individuals using both Loiselle’s kinship coefficient (Loiselle et al. 1995), as it has been shown to be the best estimator in comparative tests (Vekemans & Hardy 2004), and Rousset’s ‘a’ genetic distance (Rousset 2000) because it does not rely on a reference population and is analogous to $F_{ST}/(1-F_{ST})$ (Rousset 2000) and so more appropriate for larger scales (Calderon et al. 2007).

We calculated Mantel’s and partial Mantel’s correlation coefficients ($r$) using the ecodist 1.2.2 package (Goslee & Urban 2007) in R (R Development Core Team 2009). Significance was determined with 9999 permutations and 95% bootstrap confidence intervals were determined with 1000 iterations.

Spatial autocorrelation analysis

Across southwestern Ontario where we had detailed habitat maps (Fig. 3.1), we also compared the results of spatial autocorrelation analysis using straight-line distances and resistance values. Because there are no direct tests available to compare these two approaches, we compared the scale of spatial genetic structure (i.e. geographic distance or resistance where the autocorrelation function crosses the x-axis) using both straight-line
and resistance values. We expected that the scale of spatial genetic structure would closely match genetic populations (e.g. individuals spaced > than the scale of positive autocorrelation would be assigned to separate genetic clusters). We determined the scale of spatial genetic structure using both straight-line distances and resistance scores (using the best model from the Mantel’s analysis) by calculating Loiselle’s kinship coefficient (Loiselle et al. 1995) for all pairwise comparisons within increasing spatial distances and resistance categories. Spatial categories were based on an even distribution of the number of pairwise comparisons within 25 categories and calculations were made using SPAGeDi 1.3 (Hardy & Vekemans 2002). We estimated the scale of autocorrelation by determining the distance and resistance values where the kinship coefficient dropped to or below zero (Sokal 1979; Epperson & Li 1997). We subsequently compared the results with assignment tests by mapping connections between individuals that were spaced less than the scale of the spatial genetic structure using straight-line and resistance values. If using resistance values provided a more ‘biologically realistic’ measure of the scale of genetic structure, then we expected fewer lines to cross between genetic clusters identified through assignment tests.

Results

Microsatellite Screening

After sequential Bonferroni correction (Rice 1989) we found no evidence for deviations from HWE for any loci in any of the populations. Using the 16 geographically defined populations, we found two pairs of loci to be in linkage disequilibrium (FS82 & FS77; FS33 & FS67) for two populations (Pelee Island and Bass Island). Because these trends were not seen in any other populations, both loci were retained.
MICRO-CHECKER found no evidence of scoring errors, but did imply null alleles for three loci (FS77, FS67, FS52) for three different populations. Again, because there was no consistent trend across populations for any of the loci and because no individual sample ever failed to amplify for a particular locus, null alleles are not a pervasive problem and we retained all loci for analysis.

Assignment tests

Results of our BAPS analysis indicated that the most likely number of clusters was 8. The probabilities for 8 genetic clusters were 1, 1, 0.76 and 0.91 when setting max k to 10, 15, 20 and 25, respectively. Based on a bar plot of the Q-matrix there were five groups of two or more of our original 17 sampling locales: GR1 - Ojiway/Lasalle and Holiday Beach, GR2 - Ruscom, Big Creek, Lambton, and Chatham, GR3 - Rondeau and Sheldon Marsh, GR4 - Maumee Bay, Bass Islands, Kelly’s Island and Pelee Island, and GR5 - Point Pelee and Hillman Marsh. These groups were diagnosed in all analyses (Fig. 3.2) and, thus, we consider these groups as genetic clusters and defined migrants as individuals not assigned to these. In the BAPS non-admixture analysis most individuals had a high probability of belonging to their own genetic cluster with only 14 individuals showing evidence of being a migrant and 7 classified as unknown ancestry (<0.80 probability to any cluster). Admixture analysis produced very similar results to the mixture analysis with only 9 individuals showing significant evidence ($\alpha = 0.05$) of mixed ancestry (Fig. 3.2a).
Figure 3.2. Bar plots representing admixture coefficients for eastern foxsnakes from a spatial assignment test performed in a) BAPS 5.1. b) TESS 2.3. (c) The geographical representation of admixture coefficients through spatial kiging with low (cool colours) to high (hot colours) representing mean (TESS and BAPS) admixture proportions. Individuals are classed from the non-admixture analysis in BAPS and TESS with different colour and/or shapes representing different clusters. Black triangles represent individuals where there was a discrepancy between the two programs or neither program assigned the individual to a cluster with > 80% probability. See Fig. 3.1 for spatial reference.
For our TESS analysis the DIC values and the Q-matrix stabilized with the number of clusters also equal to eight. After running 60 replicates with \( k = 8 \) we averaged the top 30\% (17 clusters) in CLUMPP (Jakobsson & Rosenberg 2007). We chose the top 30\% because all of the DIC values were similar up until that point and then increased. The genetic clusters were also similar to the BAPS analysis with the same groupings of populations. There was more uncertainty in the bar plot with 45 individuals classed as having unknown ancestry and 15 identified migrants (7 of those were the same as in the BAPS analysis). When using the admixture analysis, the DIC values for 8 clusters dropped considerably (non-admixture lowest run = 29 431, admixture lowest run = 28 723) suggesting that the admixture model had a better fit. From the 60 replicates, we only imported the top 10 models into CLUMPP because of a large increase in DIC values after the first 10 clusters. The level of admixture suggested by TESS was greater than suggested by BAPS (Fig. 3.2b). Using the non-spatial admixture analysis in STRUCUTRE produced similar results, but only identified 7 genetic clusters (see Appendix 4).

Differentiation between genetic clusters was highly significant (\( p < 0.001 \)) for all pairwise \( F_{ST} \) comparisons and ranged from 0.04 to 0.28 (Table 3.3). GR2 (0.09) and GR4 (0.09) had the lowest mean pairwise \( F_{ST} \) values and Cedar (0.17) and Norfolk (0.20) populations had the greatest mean \( F_{ST} \) values. Genetic diversity within genetic clusters was similar (Table 3.2) with the exception of the Norfolk county cluster, which had lower allelic richness and expected heterozygosity than the other populations.
Spatial kriging

Because there were differences in the level of admixture in the BAPS and TESS analyses, we derived separate kriging surface maps for each and then combined the maps by calculating the mean pixel values. This combined surface map and non-admixture genetic assignments identified a number of boundary regions on the landscape (Fig. 3.2c). All the island populations were grouped together with the mainland population in far northwestern Ohio and southeastern Michigan. The rest of the mainland populations were grouped separately from island populations in Ontario and Ohio, but the differences were not as sharp as with some of the mainland populations (Fig. 3.2c). Seven of the 8 genetic populations were distributed across mainland Ontario with steep differences in admixture proportions between most of the clusters.

Admixture proportions varied significantly among the habitat suitability classes (F_{4,18439} = 3059, p < 0.001) and Tukey HSD tests revealed that the three highest suitability (marginal, suitable, optimal) classes were significantly higher than the two lowest classes (barrier and unsuitable; Fig. 3.3a). Overlaying the barrier habitat class over the admixture proportions map demonstrated that most regions with low admixture proportions consisted of this barrier habitat (Fig 3.3b).
Table 3.2. Sample size, expected heterozygosity ($H_e$), mean number of alleles (MNA), allelic richness (AR) and $F_{IS}$ for genetic clusters of eastern foxsnakes (Fig. 3.2) in southwestern Ontario and northwestern Ohio. Standard deviation is given in brackets.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>N</th>
<th>$H_e$</th>
<th>MNA</th>
<th>AR</th>
<th>$F_{IS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR1</td>
<td>62</td>
<td>0.60 (0.13)</td>
<td>4.33 (1.61)</td>
<td>4.06 (1.34)</td>
<td>0.02 (0.13)</td>
</tr>
<tr>
<td>Cedar</td>
<td>28</td>
<td>0.53 (0.14)</td>
<td>4.00 (0.95)</td>
<td>3.99 (0.95)</td>
<td>0.07 (0.16)</td>
</tr>
<tr>
<td>GR2</td>
<td>78</td>
<td>0.63 (0.12)</td>
<td>5.42 (1.62)</td>
<td>4.56 (1.11)</td>
<td>0.12 (0.06)</td>
</tr>
<tr>
<td>GR3</td>
<td>47</td>
<td>0.50 (0.17)</td>
<td>4.08 (1.51)</td>
<td>3.73 (1.29)</td>
<td>0.03 (0.17)</td>
</tr>
<tr>
<td>GR4</td>
<td>126</td>
<td>0.61 (0.13)</td>
<td>5.33 (1.83)</td>
<td>4.55 (1.40)</td>
<td>0.05 (0.04)</td>
</tr>
<tr>
<td>GR5</td>
<td>141</td>
<td>0.53 (0.21)</td>
<td>4.92 (1.73)</td>
<td>4.19 (1.49)</td>
<td>0.02 (0.05)</td>
</tr>
<tr>
<td>Talbot</td>
<td>28</td>
<td>0.58 (0.16)</td>
<td>3.83 (1.40)</td>
<td>3.82 (1.40)</td>
<td>-0.01 (0.15)</td>
</tr>
<tr>
<td>Norfolk</td>
<td>79</td>
<td>0.31 (0.19)</td>
<td>3.25 (1.29)</td>
<td>2.88 (0.99)</td>
<td>0.11 (0.10)</td>
</tr>
</tbody>
</table>

A Ojibway and Holiday Beach populations, B Ruscom, Big Creek, Lambton, and Chatham, C Rondeau and Sheldon Marsh populations, D Maumee Bay, Bass Islands, Kelly’s Island and Pelee Island populations E Point Pelee and Hillman Marsh populations
Table 3.3. Pairwise $F_{ST}$ values (bottom) and Joust D differentiation values (top) between genetic clusters (see Fig 1 for population distribution and Fig 2 for cluster results) of eastern foxsnakes in southwestern Ontario and northwestern Ohio. All pairwise values were highly significant ($p < 0.001$).

<table>
<thead>
<tr>
<th></th>
<th>GR1</th>
<th>Cedar</th>
<th>GR2</th>
<th>GR3</th>
<th>GR4</th>
<th>GR5</th>
<th>Talbot</th>
<th>Norfolk</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR1A</td>
<td>0.18</td>
<td>0.03</td>
<td>0.11</td>
<td>0.07</td>
<td>0.08</td>
<td>0.17</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Cedar</td>
<td>0.18</td>
<td>0.17</td>
<td>0.15</td>
<td>0.17</td>
<td>0.18</td>
<td>0.16</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>GR2B</td>
<td>0.04</td>
<td>0.15</td>
<td>0.06</td>
<td>0.04</td>
<td>0.09</td>
<td>0.11</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>GR3C</td>
<td>0.10</td>
<td>0.21</td>
<td>0.06</td>
<td>0.05</td>
<td>0.09</td>
<td>0.16</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>GR4D</td>
<td>0.07</td>
<td>0.15</td>
<td>0.05</td>
<td>0.09</td>
<td>0.04</td>
<td>0.12</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>GR5E</td>
<td>0.10</td>
<td>0.18</td>
<td>0.10</td>
<td>0.14</td>
<td>0.05</td>
<td>0.08</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>Talbot</td>
<td>0.13</td>
<td>0.16</td>
<td>0.09</td>
<td>0.16</td>
<td>0.09</td>
<td>0.08</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Norfolk</td>
<td>0.19</td>
<td>0.36</td>
<td>0.20</td>
<td>0.22</td>
<td>0.20</td>
<td>0.17</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>Mean $F_{ST}$</td>
<td>0.10</td>
<td>0.17</td>
<td>0.09</td>
<td>0.12</td>
<td>0.09</td>
<td>0.10</td>
<td>0.12</td>
<td>0.20</td>
</tr>
</tbody>
</table>

$^\text{AOjibway and Holiday Beach populations, }^\text{BRuscom, Big Creek, Lambton, and Chatham,}$
$^\text{CRondeau and Sheldon Marsh populations, }^\text{DMaumee Bay, Bass Islands, Kelly’s Island}$
$^\text{EPelee Island populations }^\text{EPoint Pelee and Hillman Marsh populations}$
Figure 3.3. a) Box plots of differences in admixture proportions (derived from BAPS and TESS assignment tests and extrapolated onto the landscape using surface interpolation) within habitat suitability classes. Boxes with different symbols are significantly different. (b) Barrier habitat suitability class overlaid on the geographical representation of admixture proportions (see Fig. 3.2 and text for details).
Isolation by resistance and least-cost analysis

When using both Loiselle’s kinship coefficient and Rousset’s ‘a’ in the IBR analysis, the trends were similar. All Mantel’s tests, including an analysis with an equal landscape (i.e. simple isolation by distance), revealed matrix correlations that were highly significant (p > 0.001). Models that used habitat suitability scores (with and without barriers), however, had significantly higher correlations (non-overlapping 95% confidence intervals) than the model only considering an equal landscape (Fig. 3.4a).

Using habitat groups (without the barrier class) did not significantly increase the correlation over the correlations simply using classes 1-100 (Cond1 versus Cond2 and Cond4 versus Cond5; Fig. 3.4a). When including the barrier class set as an absolute barrier (zero conductivity for habitat suitability scores ≥ 2) (Cond3 and Cond6; Fig. 3.4a) the Mantel’s r was higher than all other models (significantly higher for Loiselle’s kinship, but not for Rousset’s distance). We found similar correlations between models with urban areas and a 4-lane highway set as absolute barriers and models without these barriers (Fig. 3.4a).

Similar patterns were found with LCP analysis with a few minor differences. When using Loiselle’s kinship coefficient, Cost1, Cost2, Cost4 and Cost5 had overlapping confidence intervals with the equal landscape model. As with the IBR models, models with Cost3 and Cost6 had the highest Mantel’s r values (Fig. 3.4b). The 95% bootstrap confidence intervals of these models did not overlap with the equal landscape model and were similar to the IBR values. When using Rousset’s ‘a’ distance
all cost models were greater than the equal landscape and were very similar to the values with the IBR analysis (Fig. 3.4b).

Partial Mantel’s tests using the IBR values of the best habitat models (Cond3 and Cond6) and straight-line distance (Condeq model), confirmed the importance of landscape in explaining differentiation patterns between individuals. The correlations between pairwise Rousset’s ‘a’ genetic distance matrices and landscape derived resistance matrices (Cond3 and Cond6), while controlling for straight-line distance (Condeq), were all significantly positively correlated, as expected (Table 3.4). None of the partial Mantel’s tests, however, showed a significant positive correlation when comparing Rousset’s ‘a’ to straight-line distance (Condeq), when controlling for landscape derived resistance matrices (Cond3 and Cond6) (Table 3.4). All partial Mantel’s tests were significant (negative correlation expected) when using Loiselle’s kinship coefficient, but were significantly higher when comparing genetic distance to Cond3 and Cond6 and controlling for straight-line distance (Condeq) (Table 3.4).
Figure 3.4. Absolute values of Mantel’s correlation coefficients (with 95% bootstrap confidence intervals) comparing matrices of pairwise genetic distance for a) Loiselle’s kinship coefficient and b) Rousset’s ‘a’ genetic distance. Resistance values were derived from isolation by resistance (open circles) and least-cost (closed circles) models. See table 1 and text for details on models. Modeq and Mod1 through Mod6 are the Cond (IBR data) and Cost (LCP data) models in Table 3.1. See Table 3.1 and text for additional details.
Table 3.4. Results of partial Mantels test comparing matrices of pairwise genetic distance (Rousset’s ‘a’ (Rou ‘a’); Loiselle’s kinship (Kin)) and resistance values derived from isolation by resistance. Condeq model included an equal landscape (all values =1) and therefore analogous to straight-line distance. See Table 3.1 and text for details on additional models.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Controlled</th>
<th>Mantel’s r</th>
<th>(^*)P-value &gt; 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rou ‘a’ x Condeq</td>
<td>Cond3</td>
<td>-0.06</td>
<td>0.98</td>
</tr>
<tr>
<td>Rou ‘a’ x Condeq</td>
<td>Cond6</td>
<td>-0.06</td>
<td>0.98</td>
</tr>
<tr>
<td>Rou ‘a’ x Cond3</td>
<td>Condeq</td>
<td>0.28</td>
<td>0.0001</td>
</tr>
<tr>
<td>Rou ‘a’ x Cond6</td>
<td>Condeq</td>
<td>0.29</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Controlled</th>
<th>Mantel’s r</th>
<th>(^\dagger)P-value &lt; 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kin x Condeq</td>
<td>Cond3</td>
<td>-0.07</td>
<td>0.0001</td>
</tr>
<tr>
<td>Kin x Condeq</td>
<td>Cond6</td>
<td>-0.07</td>
<td>0.0001</td>
</tr>
<tr>
<td>Kin x Cost 3</td>
<td>Condeq</td>
<td>-0.21</td>
<td>0.0001</td>
</tr>
<tr>
<td>Kin x Cost 6</td>
<td>Condeq</td>
<td>-0.20</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

*Rousset’s ‘a’ should increase with increasing distance
\(^\dagger\)Loiselle’s kinship coefficient should decrease with distance
Spatial autocorrelation analysis

Using Euclidean distances, the scale of spatial autocorrelation steadily declines and the kinship coefficient drops below zero between 16.2 km and 20.9 km; thereafter the kinship coefficient declines and remains below zero (Fig 3.5a). We therefore considered the scale of spatial genetic structure to be 18.5 km (mid point between last category with relatedness > 0 and first point < 0). When using pairwise resistance from the values derived from the Cond3 model (provided best results in the Mantel’s analysis), there was a sharp decline with the kinship coefficient dropping below zero between resistance values of 2.04 and 3.78 (Fig 3.5b) and we thus considered the scale of genetic structure to be 2.91 (mid point between 2.04 and 3.78). We subsequently compared plots with lines connecting individuals greater than 18.5 km apart (Fig. 3.5c) and with lines connecting individuals that had greater than 2.91 ohms between them (Fig. 3.5d) to the assignment results. All genetic clusters were connected when using straight lines distances, but when using resistance values only individuals from the Cedar and Holiday Beach populations and Talbot and Hillman are connected despite being classed in different genetic clusters.
Figure 3.5. Spatial autocorrelation correlograms of Loiselle’s kinship coefficient with a) straight-line geographic distance, and b) resistance values from CIRCUITSCAPE using the cond3 model (Table 3.1). Spatial scale of positive autocorrelation was determined as the mid-point distance or resistance between the kinship coefficients above and below zero and is marked with a dotted line. Connecting individuals (black lines) that are < the scale of positive autocorrelation, matches better when using (d) resistance values than (c) geographic distances. See Fig. 3.1 for spatial reference and Fig. 3.2 for assignment results.
Discussion

**Role of landscape features on dispersal and population structure**

As expected from the preliminary work presented by DiLeo *et al.* (2010), we found striking genetic population structure across fine geographic scales (tens of kilometers) for eastern foxsnakes. Using additional samples (589 samples versus 114 samples) and populations (Lake Erie island populations, Norfolk population) we found an additional 3 genetic clusters not identified in DiLeo *et al.* (2010). Our main goal here was to use the results of habitat suitability modeling to determine if habitat distribution and quality has impacted dispersal patterns, leading to this structure. A pilot study based on 40 eastern foxsnakes from across this region showed that all possessed identical haplotypes for 700 bp of the mtDNA cytochrome *b* region (Row & Lougheed, unpublished data). Therefore deep historical factors (e.g. separate glacial refugia and subsequent contact zones, which are common in this area (Austin *et al.* 2002) were unlikely to confound our analyses aimed at evaluating the effects of habitat distribution on dispersal.

The majority of landscape genetic studies to date have used a series of models based on broad notions of habitat use to determine which habitat types (e.g. forest cover, marsh distribution) or landscape features impact genetic differentiation between individuals or populations (e.g. Lee-Yaw *et al.* 2009; Schwartz *et al.* 2009; Quéméré *et al.* 2010). By combining our genetic results with explicit habitat suitability modeling we objectively established the effects of habitat distribution and quality on population structure and dispersal.
Our Bayesian assignment tests revealed that 7 of 8 genetic clusters in across southwestern Ontario are located where habitat for foxsnakes has been significantly reduced and fragmented. Boundary regions between these clusters were comprised of low suitability habitat demonstrating that low quality habitat is likely restricting gene flow between these clusters. Supporting these results, both IBR and LCP analysis found that matrices of individual genetic distance were significantly more correlated with matrices of resistance values, derived from habitat suitability scores (higher suitability scores = lower resistance), than models with an undifferentiated landscape (i.e. straight-line distance). Further, models with very low suitable habitat set as absolute barriers to any movement had the highest correlation coefficients suggesting that individuals are unwilling or unable to travel through and/or populations are not present in this low quality habitat.

Although, much of the genetic structure across southwestern Ontario could be explained by a lack of suitable habitat, in some cases other factors appear to have played a role. For example, the Talbot population was differentiated from the Point Pelee/Hillman population despite being connected by a significant swath of suitable habitat. These populations, however, are separated by a busy 2-lane highway implying that the highway is a significant impediment to movement. Two road kills found on this road were assigned to the different genetic clusters suggesting without this barrier dispersal would regularly occur between these populations. Other populations were separated by a major 4-lane freeway (Ontario Provincial Highway 401) but were not genetically differentiated. However, underpasses for large creeks and agricultural drains with riparian habitat passing under the highway near these populations likely serve as
conduits for movement of foxsnakes, whereas these are not as prevalent along this smaller highway.

Island biogeography has been cited in the interpretation of genetic population structure for many species (e.g. Kozakiewicz et al. 2009; Sebastian et al. 2009), including snakes species in this region (King & Lawson 2001). Despite the fact that lake barriers have been in place much longer than current habitat distribution patterns and anthropogenic landscape features, they do not appear to be acting as strong barriers for foxsnakes. We found no differentiation between island populations using assignment tests, but did find some differentiation between island populations and neighbouring mainland populations. King and Lawson (2001) found lower $F_{ST}$ values between populations of garter snakes (*Thamnophis sirtalis*) separated by terrestrial habitats than island populations separated by comparable distances of water. In our study, some of the highest $F_{ST}$ values were populations separated by terrestrial habitats and the island population cluster was one of the least differentiated from other populations (tied with the same mean pairwise $F_{ST}$ values as the largest (by area) mainland cluster) despite not being a central population. Foxsnakes can swim long distances over water (MacKinnon et al. 2006) and so this lack of differentiation over water is not surprising, but suggests that individuals are not as willing and/or able to travel across large patches of unsuitable terrestrial habitat and roads as they are willing to traverse open water. On surprising result was the grouping of the Rondeau (southwestern Ontario) and Sheldon Marsh (Ohio) populations into as single genetic cluster. More research would be require to determine if this is the result of natural (e.g. lake currents) or anthropogenic (e.g. translocation) factors.
Over 80% of the terrestrial landscape in our study area has been converted to agriculture and because foxsnakes avoid agricultural fields, low suitability habitat was mainly made up of this landcover type. Habitat fragmentation, conversion and isolation across this region, therefore, seem to have played a major role in restricting gene flow and shaping the mainland population structure for foxsnakes. Habitat fragmentation has been shown to reduce dispersal and affect population structure for a number of terrestrial species (e.g. Cegelski et al. 2003), but an increasing number of studies document large effects of fragmentation on population structure and genetic diversity of terrestrial squamates (Berry et al. 2005; Jansen et al. 2008; Marshall et al. 2009; Clark et al. 2010; Dubey & Shine 2010). Squamates may be particularly impacted by habitat loss and fragmentation possibly due to their thermoregulatory requirements (Blouin-Demers & Weatherhead 2002; Row & Blouin-Demers 2006). Our results also suggest, however, that habitat corridors may be an effective method for maintaining and improving genetic connectivity for eastern foxsnakes. For example, the strongest barriers appear to be large swaths of very low suitable habitat, and even marginal habitat appears to maintain connections between populations (e.g. Ruscom, Big Creek, Chatham, Lambton populations and Norfolk population; Fig. 3.2), despite extensive habitat fragmentation. Similar studies are required on additional terrestrial squamates to determine if this is specific to foxsnakes or a more common attribute. Foxsnakes are regularly found along riparian habitat and large drainage ditches, which may make them particularly suited to habitat corridors.
Isolation by resistance versus least-cost analysis

Initial tests comparing IBR and LCP analysis demonstrated that IBR produced significantly better results (higher Mantel correlation coefficients) than LCPs for simulations (McRae 2006) and coarse scale (5 km and 50 km resolution) empirical datasets (McRae & Beier 2007). IBR was originally developed for population analysis, but with an individual based dataset. Schwartz et al. (2009) found similar results between the two methods, but needed to decrease the resolution of the IBR analysis due to computational constraints of CIRCUITSCAPE. We also found similar results between the two methods with an individual based dataset, both finding a significant result and selecting the same model with the highest Mantel’s correlation coefficient. Due to the extensive fragmentation across this region, there may be few possible habitat corridors and thus the scenario we present may not be a rigorous test of these methods as dispersal is forced through a small portion of the total region. Certainly, we second the view of Schwartz et al. (2009) that more simulation and empirical studies are required to fully compare these two methods. For conservation purposes IBR has the added benefit of mapping and quantifying all habitat corridors instead of a single least cost path, which can be useful in conservation planning (McRae et al. 2008).

Resistance values in spatial autocorrelation analysis

We expected that the scale of spatial genetic structure would closely match genetic populations identified through assignment tests (i.e. individuals separated by greater than the scale of autocorrelation would be grouped in separate genetic clusters). We found significant evidence for spatial genetic structure using both straight-line geographic distances and resistance values derived from CIRCUITSCAPE (Fig. 3.5), but
only when using resistance values did the results match with assignment tests. Individuals separated by < 2.91 ohms (the extent of spatial genetic structure using resistance values) were generally grouped into the same genetic clusters and individuals separated by > 2.91 were from different clusters (Fig. 3.5). This was not the case when mapping individuals separated by 18.5 km (the extent of spatial genetic structure using straight-line distances) (Fig. 3.5) implying that using resistance values may be more biologically realistic. We suggest that more empirical studies compare results of spatial autocorrelation analysis using both straight-line and resistance values. Further, simulation studies on complex landscapes may better establish the relationship between spatial genetic scale and genetic populations identified through assignment tests and determine the benefits of using resistance values when comparing between sexes or groups.

Conclusions

The importance of landscape variables in shaping dispersal patterns and population genetic structure is becoming increasingly clear for a variety of taxa (Cegelski et al. 2003; Berry et al. 2005; Lee-Yaw et al. 2009). Combining well-derived ecological and spatial techniques (e.g. habitat suitability modeling) with detailed surveys of genetic population structure is a promising method to understand how landscape features and habitat distribution impacts population structure, but has not been well utilized in the literature. Eastern foxsnakes (Mintoinus gloydi) have persisted to this point across a heavily fragmented region despite being marsh and prairie specialists. Through habitat suitability modeling and genetic analysis we have demonstrated that habitat degradation and fragmentation limit dispersal for foxsnakes, which has had a strong effect on the genetic population structure across this region. Without active efforts to halt habitat
modification, or restore portions of the large swaths of very unsuitable habitat that we identify here as impediments to dispersal, it is likely that isolation among these populations will remain or increase with clear negative consequences for persistence of foxsnakes across this region.
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Chapter 4: Approximate Bayesian computation reveals the origins of genetic diversity and population structure of foxsnakes
Abstract

Due to difficulty in disentangling the effects of many different processes acting across varying spatial and temporal scales on patterns of variation, there has been a move to embed phylogeography within a more rigorous hypothesis-testing framework. Here we quantify the patterns of genetic diversity and genetic population structure using both mitochondrial DNA (101 cytochrome b sequences) and DNA microsatellites (816 individuals, 12 loci) and use Approximate Bayesian computation to test competing models of the demographic history of a North American temperate reptile, the foxsnake (*Patherophis* spp.). We hypothesized that fragmented eastern foxsnake populations represented relicts from the mid-Holocene when populations were larger and more connected due an eastward extension of the prairie peninsula and the warmer temperatures of the Hypsithermal. Supporting our predictions, we found that a model with large populations that underwent large drops in population size and subsequent splitting events had more support than models with small founding populations expanding to stable sizes. Based on timing, the most likely cause of the decline was the cooling of temperatures and infilling of deciduous forest since the Hypsithermal. On a smaller scale, our evidence suggested anthropogenic habitat loss has also caused decline and fragmentation. Regional eastern foxsnake populations, but not western foxsnake populations showed a significant decline in genetic diversity, likely due to larger drops in population size and greater fragmentation. In contrast to our microsatellite results, mitochondrial DNA structure did not show evidence of fragmented populations largely because the majority of foxsnakes had an identical haloype, perhaps implying a past bottleneck or selective sweep.
Introduction

Quantifying and understanding the mechanisms underpinning geographic variation within species are fundamental to our most basic understanding of evolution and ultimately speciation (Gould & Johnston, 1972). Contemporary patterns of genetic diversity, and the distributions of organisms themselves, reflect both the legacy of historical factors like Pleistocene range fragmentation (e.g. Schoville & Roderick, 2009; Aldenhoven et al., 2010; Qu et al., 2010) and past demographic events (e.g. population and range expansion, population bottlenecks; Austin et al., 2002; Howes et al., 2006), and also the influence of more recent factors (e.g. human-caused range fragmentation and isolation; e.g. Dyer et al., 2010). Indeed even distinguishing between what constitutes “historical” versus “contemporary” is fraught with difficulty and distinction between the two terms is inconsistent in the literature (Eckert et al., 2008). Regardless of the widespread recognition that all of these factors may play important roles in shaping contemporary genetic patterns, it has proven challenging to disentangle their respective contributions (Costello et al., 2003; Zellmer & Knowles, 2009). For example, traditional phylogeographic approaches (Avise et al., 1987) deduce the relative contributions of past population processes through post hoc tests of an association between inferred genealogical patterns and geography (e.g. nested clade analysis; Templeton, 1998). However, because genetic variation results from the interaction of many different factors acting across different spatial and temporal scales, these post hoc forms of analysis can lead to spuriously attributing causation to a historical factor (Panchal & Beaumont, 2007).

There has been a recent move to embed phylogeography within a more rigorous hypothesis-testing framework, which allows for both tests of competing models that are
articulated *a priori* and formal tests of certainty (Knowles & Maddison, 2002; Beaumont *et al.*, 2010; Knowles & Alvarado-Serrano, 2010). Approximate Bayesian computation (ABC) coupled with coalescent modeling in population genetics (Beaumont *et al.*, 2002) is a promising method to accomplish this goal (Bertorelle *et al.*, 2010). As with all Bayesian analyses, prior information can be incorporated in the form of prior distributions and competing models can be compared using the marginal densities and by computing Bayes factors (Leuenberger & Wegmann, 2010). These characteristics combined with the ability to test alternate complex and ultimately more realistic demographic scenarios (Bertorelle *et al.*, 2010), which are likely the norm for the history of most species, make it an ideal approach for phylogeography. Although the application of ABC analysis to population genetic and phylogeographic questions is quite new (Beaumont *et al.*, 2002; Bertorelle *et al.*, 2010), it has already proven versatile and has been applied to test alternate demographic (Ray *et al.*, 2010) and evolutionary models (Fagundes *et al.*, 2007), and also to estimate population parameters such as splitting times, amount of gene flow and effective population sizes (e.g. Estoup & Clegg, 2003; Wegmann & Excoffier, 2010).

Here we use an ABC approach to testing competing models of the demographic history of a North American temperate reptile, the foxsnake (*Pantherophis* spp.). The current northern range of foxsnakes is unusual among terrestrial squamates, as it would have been almost completely covered by ice sheets during the maximum extent of glaciation during the Pleistocene (~70 000 years ago). A relatively large, contemporary geographic range disjunction (see: Conant & Collins, 1991; Fig. 4.1) has caused some speculation over its cause (Morse, 1902; Schmidt, 1938), as well as having taxonomic implications (Conant, 1940; Collins, 1991). Populations on the eastern and western side
of the disjunction are currently recognized as different species, the eastern foxsnake 
(*Pantherophis gloydi*) and the western foxsnake (*P. vulpinus*), respectively. Foxsnakes
are marsh and prairie specialists (Row *et al.*, 2010) and it has been suggested that, along
with other species with similar habitat preferences, the eastern portion of their range
resulted from an expansion of the prairie peninsula (Transeau, 1935) following an
eastward postglacial steppe (Schmidt, 1938), which has similar characteristics as a prairie.
The proposed maximum extent of the post-glacial steppe (~5000-7000 years ago; Webb,
1981) was during the Hypsithermal Period when temperatures were at a maximum during
the Holocene. Evidence to support distributional shifts facilitated by the prairie steppe
and warmer temperatures include pollen profiles (King, 1981; Webb, 1981), species
distribution patterns (Schmidt, 1938; Smith, 1957), and the existence of snake fossils of
other species found at locations north of their current range (Churcher & Karrow, 2008).
If the postglacial steppe was responsible for the current eastern extension of their range,
the return of deciduous forest combined with cooler temperatures could have
subsequently caused local extinctions producing the large disjunction.
Figure 4.1. Current approximate range of foxsnakes (dark grey) based on Ernst and Barbour (1989) and occurrence records from Michigan and Ontario. Grey dots represent locations of one or more samples used in the analyses. Dashed lines circumscribe western foxsnake locations that were pooled for genetic diversity and differentiation analysis.
Within the range of eastern foxsnakes there are further geographic disjunctions (< 250 km) that possibly pre-dated major European settlement, and also may be due to the aforementioned infilling of deciduous forest into southwestern Ontario. Most of the current range of eastern foxsnakes, however, lies along the shorelines of the Great Lakes (Fig. 4.1). Thus, it is also plausible that the extensive habitat fragmentation due to urban and agricultural development has caused or accentuated these gaps in distribution and caused decline in local populations (Row et al., 2010). Western foxsnakes have undoubtedly experienced habitat loss as well, however, this does not appear to have had as great an effect as western foxsnakes are listed as common throughout most of their range, potentially related to differences in the amount of habitat loss, level of fragmentation or differences in habitat preferences. This greater degree of isolation and fragmentation of populations presumably would have resulted in greater population structure and reduced genetic diversity in eastern foxsnakes compared to western foxsnakes.

Here, we hypothesize that the fragmented regional eastern foxsnake populations represent relicts from the mid-Holocene when populations were larger and more connected due to the post-glacial steppe and the warmer temperatures of the Hypsithermal. In contrast, it is also possible that these populations were founded through dispersal events, also during the favourable conditions of the mid-Holocene. To test these hypotheses, we first quantify the patterns of genetic diversity and genetic population structure of foxsnakes using both mitochondrial and microsatellite DNA markers. We subsequently use ABC analysis to compare competing population demographic models.
that are consistent with these two hypotheses: 1) large populations, which have undergone drops in population size and splitting events, and 2) small founding populations that have split from large populations and subsequently expanded to become stable. We predict that due to the improbability of long distance dispersal events of snakes, models consistent with Hypothesis 1 will have greater support. Because it is also possible for European settlement to have caused population declines and splitting events, we include this possibility in the priors of our demographic models for Hypothesis 1 and determine the more likely scenario by comparing parameter values from our Bayesian analyses. Throughout the ABC analysis, we take a hierarchical approach, first focusing on single regional populations, then building to ultimately include models encompassing the entire foxsnake range.

Methods

Genetic Sampling

Over seasons when foxsnakes were active for years 2006 – 2009, we assembled 833 (70 western foxsnakes; 746 eastern foxsnakes) samples across the range of each taxon (Fig. 4.1, Appendix 3). Samples collected by us were small blood samples (~200 ml stored in 95% ethanol) taken from the caudal vein of hand-captured individuals or from tissue samples collected from road kills. Samples were also acquired from researchers working in other regions. We extracted DNA from blood and tissue using QIAGEN (Venlo, Netherlands) DNeasy blood and tissue kits following the manufacturer’s protocols.
Mitochondrial Sequencing

Crother et al. (unpublished manuscript) amplified and sequenced mitochondrial DNA (mtDNA) from a subset of individuals for a 1154 bp segment of the cytochrome b region using H16064 and L14910 primers (Burbrink et al., 2000), and used these sequences to design a set of species-specific primers (Cytb-F & Cytb-R). Using these primers we amplified a 700 bp segment from 43 western and 58 eastern foxsnakes and combined these with 11 western foxsnake sequences amplified by Crother et al (unpublished manuscript). Polymerase chain reaction (PCR) reaction cocktails consisted of 10 ng of genomic DNA, 1X Taq buffer with (NH₄)₂SO₄ (Fermentas), 0.5 μM forward and reverse primer, 0.1 mM of each nucleotide, 0.25 U of DNA polymerase Taq (Fermentas) and 2.5 mM of MgCl₂. PCRs were done in a GeneAmp 9700 or 2700 (Applied Biosystems) using the cycling profile: 7 min denaturation at 94°C; 35 cycles of 45s at 94°C, 60s at 50°C and 90s at 72°C; and a final extension of 72°C for 7 min. DNA sequences were aligned and edited using ClustalX 2.0 (Larkin et al., 2007) and Seaview 4.2 (Galtier et al., 1996).

Microsatellite Genotyping

All samples were genotyped for the 11 microsatellite loci (FS24, FS50, FS33, FS52, FS67, FS82, FS77, FS63, FS09B, FS42B, FSV16B) developed specifically for this species (Row et al., 2008) and one additional locus (EOB10) developed for eastern ratsnakes (Pantherophis obsoleta) (Blouin-Demers & Gibbs, 2003) following the methods outlined in Row et al. (2008) and DiLeo et al. (2010). Neither deviations from Hardy-Weinberg Equilibrium (HWE) nor linkage disequilibrium (Row et al., 2008) were evident, nor were null alleles prevalent (DiLeo et al., 2010; Row et al., 2010).
Mitochondrial Structure and Diversity

The glacial periods of the Pleistocene have had a large impact on the genetic structure of temperate North American herpetofauna (e.g. Austin et al., 2002; Zamudio & Savage, 2003; Howes et al., 2006; Placyk Jr et al., 2007). Phylogenetic analyses often revealed deep phylogenetic splits between mitochondrial clades within contemporary species’ ranges, likely resulting from initial divergence in allopatic glacial refugia followed by post-glacial expansion into secondary contact (Austin et al., 2002; Gibbs et al., 2006). We estimated an mtDNA genealogy in eastern and western foxsnakes by first identifying unique haplotypes and estimating phylogenetic relationships among them using MRBAYES 3.1.2 (Ronquist & Huelsenbeck, 2003), with the corn snake (Pantherophis guttatus) (Genbank accession # DQ902111) as the outgroup. We first determined the most appropriate model of evolution (HKY model) using MRMODELTEST 2.0 (Nylander, 2004) and the Akaike information criterion (AIC). We ran two independent runs of 1.0 x10^6 Metropolis-coupled MCMC iterations (until the standard deviation of the split frequencies was < 0.01) with 4 incrementally heated Markov chains specifying the HKY model, but with parameters estimated as part of the Bayesian analysis. The run was sampled every 100 iterations and we discarded the first 2500 of these (250000 generations total) as burnin. We confirmed convergence by, 1) examining a plot of the log probability versus generation to ensure stationarity, and 2) ensuring the Potential Scale Reduction Factors (Gelman & Rubin, 1992) were all close to one. We calculated the number of variable sites, parsimony informative sites and sequence divergence between clades using MEGA 4.0 (Tamura et al., 2007).
Microsatellite Structure and Diversity

We examined more recent patterns of genetic population structure and diversity using microsatellites, which typically have a higher mutation rate than mtDNA, are often hypervariable, and have been shown to be excellent for resolving structure at fine temporal and spatial scales (Sunnucks, 2000).

Genetic population structure

We first quantified genetic population structure using assignment tests, which identify the number of genetic clusters in a given dataset and probabilistically assign individuals to their population of origin based on Hardy Weinberg and linkage equilibrium (Manel et al., 2005). The number of genotyped samples for eastern foxsnakes heavily exceeded our western foxsnake samples. To minimize the impact of this difference in sampling intensity, we sub-sampled our eastern foxsnakes samples and included only 10 random samples per geographic population when we had large sample numbers. This sub-sampling lead to dataset comprised of 134 eastern foxsnake and 70 western foxsnake samples, which we used in a non-spatial admixture analysis in STRUCTURE 2.3.3 (Pritchard et al., 2000). We ran 200,000 (100,000 burn-in) MCMC iterations 100 times for each of k=1 to k=10 using correlated allele frequencies and default parameters. The top 10 models for each k were averaged in CLUMPP 1.2 (Jakobsson & Rosenberg, 2007) and displayed using DISTRUCT 1.1 (Rosenberg, 2004).

We also summarized genetic structure using a principal component analysis (PCA) on the microsatellite genotypes, because this method makes no assumptions (e.g. Hardy Weinberg, linkage equilibrium) of the data set (Reviewed in: Jombart et al., 2008).
The analysis was conducted with the adegenet package (Jombart, 2008) in R (R Development Core Team, 2009).

**Genetic Differentiation**

We determined the distribution of genetic variation within regional populations using a hierarchical analysis of molecular variance (AMOVA) (Michalakis & Excoffier, 1996) in Arlequin 3.5 (Excoffier & Lischer, 2010). Significance was determined with 9999 permutations. In the analysis we included 5 regional populations and 14 local populations: western (Illinois; Wisconsin; Upper Michigan), Lower Michigan, southwestern Ontario (SWont1 – SWont7), Norfolk and Georgian Bay (Geo Bay 1 & Geo Bay 2) (Fig. 4.1; Appendix 3). For western foxsnakes, population groupings for both the genetic differentiation and diversity analysis were made based on geographic locations where we had clusters of samples. Eastern foxsnake populations in southwestern Ontario were based on previous spatial assignment tests (Row et al., 2010) or defined as geographic clusters of individuals for those samples outside of the southwestern Ontario regional population. Pairwise $F_{ST}$ (Weir & Cockerham, 1984) and JOUST $D$ differentiation (Jost, 2008) values between local populations were also calculated.

**Diversity**

We summarized patterns of genetic diversity within the populations identified in the preceding section by calculating expected heterozygosity ($H_e$ - corrected for sample size; Nei, 1978), mean number of alleles, mean $F_{IS}$ and standardized allelic richness (Hurlbert, 1971) using Microsatellite analyzer 4.05 (Dieringer & Schlotterer, 2003). We determined if there were significant differences between populations using a rank-based Freidman test (unreplicated block design) and Wilcoxon-Nemenyi-McDonald-Thompson
post hoc test (Zar, 1996; Hollander & Wolfe, 1999) with sequential Bonferroni correction (Rice, 1989).

Demographic modeling with Approximate Bayesian computation

Briefly, for ABC analysis, genetic datasets are generated from coalescent simulations using population parameters, drawn from a prior distribution, under a specified model. For each simulation, summary statistics (e.g. allelic range, number of alleles, $F_s$) are calculated and the Euclidean distance (using the multivariate space of the summary statistics) between the generated and actual summary statistics is calculated. Models can be compared and parameters estimated by retaining a proportion, $N$, of the simulations with the lowest Euclidean distance (e.g. Ray et al., 2010) or the simulations that are below (in Euclidean distance) a set threshold (e.g. Fagundes et al., 2007). We used ABCtoolbox (Wegmann et al., 2010), which has 4 programs: SIMCOAL 2.0 (Laval & Excoffier, 2004), arlsumstat (Excoffier & Lischer, 2010), ABCsampler and ABCestimator. Together these programs: 1) generate coalescent simulations, 2) calculate summary statistics, 3) calculate Euclidean distances and retain the generated simulations with the lowest distance in multivariate space to the actual dataset, and 4) perform a post sampling regression adjustment and estimate the posterior distribution. When included as a summary statistic, we used a modified python script of the program SMOGD 1.2.5 (Crawford, 2010) to calculate pairwise Joust D. Details on the model choice and parameter estimation are provided below.

For the simulations, we set the number of loci and sample sizes to those of the actual dataset and microsatellite diversity was generated under a strict stepwise mutational model (SMM). Because two microsatellite loci (EOB10 and FS09) had large
gaps in repeat number implying that they may not follow a SMM they were excluded from the ABC analysis. A maximum of 50 individuals were chosen from any given population to reduce computing time. Although ABCtoolbox allows one to incorporate different types of genetic markers, we excluded mtDNA sequence data due to the low variation. Unless stated otherwise, 5 x 10^5 simulations were run for each model and the 5000 simulations with the lowest Euclidean distance were retained for model testing and parameter estimation.

Because large-scale demographic models that include all populations would have large numbers of parameters so as to make calculations too computationally intensive, we used a hierarchical approach. We first modeled regional populations separately, to allow us to more confidently fix or narrow the range of priors for parameters in the range wide models. Model descriptions and model parameters are described in turn below. For the Georgian Bay region we had samples from 2 locations separated by ~50 km. To simplify the models, for all ABC analyses, we only used samples from the more southerly population (Geo Bay 1 - Fig. 4.1; Appendix 3), where we had a larger sample size.

Model Choice

Following the selection of the datasets with the lowest Euclidean distances to the actual summary statistics, we estimated the fit and compared competing historical-demographic models using three different methods. First, we used ABCtoolbox to calculate the distribution of marginal densities of the retained simulations and output a P value as the proportion of the retained simulations with lower marginal densities (i.e. low P value indicates an inability of the model to produce the observed summary statistics; Wegmann et al., 2010). Second, we calculated the Bayes factor (marginal density of
model A / marginal density of model B) as the probability of one model versus another (Wegmann et al., 2009; Wegmann et al., 2010). Third, following Pritchard et al. (1999), we combined the 5000 simulations with the lowest Euclidean distances for each model (15 000 total) and then estimated the relative probability of each model as the proportion of simulations that were included the top 1000 models (of the 15 000) with the lowest overall Euclidean distances.

Parameter estimation

To estimate population parameters we applied a General Linear Model (ABC-GLM) post sampling regression adjustment to the 5000 retained simulations (Leuenberger & Wegmann, 2010), as implemented in ABC estimator. The regression adjustment assumes a linear model within a narrowed prior based on the retained simulations, and calculates the density at 100 evenly spaced points along the parameter values, to generate the posterior distribution. We report the mode and 90% highest posterior density (HPD) interval as an estimate of that population parameter. The potential of the parameter to be correctly estimated by the summary statistics was summarized by calculating the coefficient of determination, $R^2$, of a multiple regression of the parameter against all summary statistics, using all of the simulated datasets (Neuenschwander et al., 2008; Ray et al., 2010). Neuenschwander et al. (2008) suggested parameters with an $R^2$ of less than 10% are unreliable, because the summary statistics explain little of their variability.

Population-scale analysis

For each of the three eastern foxsnake regional populations (Lower Michigan, Georgian Bay, Norfolk County) and the Illinois population of western foxsnakes, we compared three demographic models: 1) Drop – a large population underwent a
instantaneous diminution in size to its current population size, 2) *Decline* – a large population underwent an exponential decline to its current population size, and 3) *Stable* – a small founding population expanded to a present-day stable configuration (Fig. 4.2a). We refined prior distributions by testing models with different prior distributions and comparing the marginal density between models (Table A4.1; Appendix 5). In the *Drop* and *Decline* population models, prior distributions on the timing of the drop or decline were wide enough to allow the reduction in population size to be a result of reforestation of northern Ohio and southern Ontario and cooler temperatures after the Hypsithermal (~2000-8000 years before present) or to have resulted from human habitat loss and fragmentation (10-150 years before present). We determine the more likely scenario by comparing the estimated parameter values from the selected model. In the *Stable* models, priors on the founding event included the Hypsithermal, when increased temperatures and the postglacial steppe conditions would have been optimal for foxsnakes. Separate priors were used for eastern and western foxsnake populations because of different expectations (e.g. expect southwestern populations to have been established further in the past as predicted by a south to north postglacial colonization history) and marginal densities during testing. For this smaller scale analysis we used the mean and standard deviation (calculated over loci) for four summary statistics: number of alleles, heterozygosity, modified Garza-Williamson index (Garza & Williamson, 2001; Excoffier *et al.*, 2005) and allelic range, thus a total of eight statistics for model comparison.
Figure 4.2. Population demographic models used in Approximate Bayesian computation analysis for a) single populations (Illinois, Georgian Bay 1, Lower Michigan, Norfolk; Fig. 4.1), and b) southwestern Ontario where a number of genetic clusters have been identified (Row et al., 2010). Additional details of models and parameters (T.Drop = time of population drop, T.Decline = time of exponential decline, T.stable = time since population has become stable, T.split = time of population split, N.Now = current population size, N.SWontario = size of combined population in southwestern Ontario, N.Ancest = ancestral population size, N.bot = size of population bottleneck) can be found in the text.
Because southwestern Ontario is comprised of seven genetic clusters identified previously through spatial assignment tests (Row et al., 2010), we tested more complex models representing alternative possible demographic histories (Fig. 4.2b, Table A4.2; Appendix 5): 1) Bot.Drop – a small population founded southwestern Ontario, expanded to a large population and subsequently split into 7 populations, which all underwent exponential decline into their current population sizes, 2) Bot.Stable – the 7 populations were sequentially colonized from a small population and exponentially expanded into stable populations, and 3) 2.Drop – a large population dropped to a smaller population, (i.e. split from the other regional populations) and then the numbers dropped again and split into the current 7 populations. For each population we used the 8 summary statistics listed above, but added pairwise Joust’s D (Jost, 2008) as a metric of differentiation between populations. With the inclusion of 7 populations and Joust’s D the total number of summary statistics is large (77 statistics), which can lead to statistical noise and make posterior parameter estimation difficult (Joyce & Marjoram, 2008). Following the methods of Wegmann et al. (2009) and using an R (R Development Core Team, 2009) script provided with ABCtoolbox, we therefore reduced the statistical summary space using a Partial Least Squares (PLS) approach to include uncorrelated orthogonal components that explain the largest amount of variation in the parameter set. The number of PLS components to include was chosen by visually determining when additional components did not reduce the root mean square error of the parameters.
Range-Wide Scale

At the range-wide scale, the Wisconsin and Upper Michigan populations were combined because they had low sample sizes and the STRUCTURE analysis suggested they belonged to the same genetic cluster. At this scale we tested three models that included 12 populations (Illinois, Wisconsin Upper Michigan, southwestern Ontario 1-7, Lower Mich, Norfolk, Georgian Bay 1). In this large-scale model, we did not attempt to model either individual population sizes for the southwestern Ontario populations or the splitting time. Instead population sizes were set to be gamma distributed as Gamma (8,8/X), where ‘X’ is the average of southwestern Ontario population sizes derived from our earlier analyses. Using the gamma distribution with the prior distribution of the mean (400-2000), the population sizes and population size variation observed in the small-scale southwestern Ontario population models, were possible. The merging of the southwestern Ontario was set to 10-80 generations, which was not constrained to match the values found in the southwestern Ontario population model, but rather allowed recent coalescent events to occur within each population (Ray et al., 2010).

At this scale we tested three different models that we think best reflect possible historical demographic scenarios, based on our current knowledge of regional post-Pleistocene events and the species’ ecology: 1) Bot.Decline – after a population bottleneck foxsnakes expanded exponentially to a large population representing their current range. Consistent with the forest infill hypothesis, populations then began to drop and fragment (Fig. 4.3a) 2) Colonize - after a population bottleneck, foxsnake populations colonized their current range through sequential founder populations and subsequent population expansions (Fig. 4.3b), and 3) Decline – a variant of the Bot.Decline model.
where there is no initial bottleneck for foxsnake populations (Fig. 4.3c) (Table A4.3; Appendix 5). Summary statistics were the same as for the southwestern Ontario population models. Because we were not attempting to estimate divergence times of the southwestern Ontario populations in this model, we combined the local southwestern Ontario populations into one regional population before calculating the pairwise Jost D differentiation. For these models we have ignored gene flow, a simplification that we discuss later.

**Results**

*Mitochondrial Structure and Diversity*

Of the 113 cytochrome *b* mtDNA sequences within the ingroup, there were only 11 unique haplotypes and 18 variable sites, 10 of which were parsimony informative. The majority of individuals (73%), including all but one eastern foxsnake, had one haplotype. The Bayesian analysis suggested two genetic lineages and a weakly supported polytomy in the eastern clade (Fig. 4.4). Based on the distribution of haplotypes there is some suggestion of an eastern and western split of the 2 major lineages, but sample sizes from the western portion of the range are too low to make a definitive statement. Raw sequence divergences were 1.5% between the western and eastern clades (Fig. 4.4).
Figure 4.3. Three possible colonization models of foxsnakes into their current range and used in the Approximate Bayesian computation analysis. Additional details of models and parameters can be found in Table 4.6 and in the text.
Figure 4.4. Bayesian phylogram from analysis of 11 unique mtDNA haplotypes (using HKY mutational model) of 710 bp of cytochrome b from across the range of eastern and western foxsnakes (n= 113 foxsnakes). Bayesian posterior probabilities are shown for all resolved nodes. The geographic distribution of the two major clades is shown on the map with pie charts summarizing the proportions of western and eastern haplotypes at each locale. Sample sizes are listed inside the pie chart.
Microsatellite Structure and Diversity

Population Structure

The log probability of data from STRUCTURE reached a plateau around $k = 6$ to $k = 8$, suggesting that the most likely number of clusters was within that range. The first major identified cluster ($k = 2$) was defined by a clear split between eastern and western foxsnakes (Fig. 4.5). This division remained for all values of $k$ and suggested very little admixture between western foxsnakes and any of the eastern foxsnake populations. Overall there was clearly more genetic structure within eastern foxsnakes, with both the Georgian Bay (at $k = 3$) and Lower Michigan regional populations (at $k = 4$) separating from the other populations with little suggested admixture. The remaining clusters (defined at $k=5$ to $k=8$) were less clear with some admixture between the Norfolk regional population and the other southwestern Ontario populations. Using spatial clustering and the full southwestern Ontario dataset Row et al. (2010), the Norfolk population was clearly separated from the southwestern Ontario populations. The appearance of additional clusters within southwestern Ontario and within western foxsnakes was present when $k$ was set to the highest values.

The first three components of the PCA only explained a total of 31% (axis 1 = 14%, axis 2 = 11%, axis 3 = 6%) of the total variation, but clearly separated the 3 regional populations of eastern foxsnakes from the western foxsnakes (Fig. 4.6). Similar to the STRUCTURE analysis, the first axis, which explained the highest percentage of the variation, separated western foxsnakes from the eastern foxsnake populations. On the second axis, the Georgian Bay population forms a distinct cluster from all others (Fig. 4.6).
Figure 4.5. Bar plots representing admixture coefficients for eastern and western foxsnakes from assignment test analyses performed in STRUCTURE 2.3.3. The top 10 runs (highest log probability of data) from 100 replicates were averaged in CLUMPP 1.2 and displayed with DISTRUCT 1.1 for each of $k = 2$ through $k = 8$. See Fig. 4.1 and text for description of populations.
Figure 4.6. Biplots of individual genotypes for a) PCA axis 1 (x-axis) versus PCA axis 2 (y-axis) and, b) PCA axis 1 (x-axis) versus PCA axis 3 (y-axis). Shown are 95% inertia ellipses of populations represented by black ovals for with black dots representing genotypes and black lines extending to the centroids of the respective populations (see text and Fig. 4.1 for distribution of samples). Inset shows bar chart of the eigenvalues with corresponding components in black. Grid distance (d) corresponds to a value of 1.
Genetic Differentiation

The AMOVA revealed that significant amounts of the genetic variation were partitioned among regions (Sum of Squares (SS) = 1129, Percentage of Variation (POV) = 26.35, p < 0.001), among populations within regions (SS = 357, POV = 8.03, p < 0.001) and within populations (SS = 4372, POV = 65.70, p < 0.001). Pairwise $F_{st}$ values ranged from 0.07 to 0.10, among western foxsnake populations, and from 0.05 to 0.60 among eastern foxsnake populations (Table 4.1). Between eastern and western populations $F_{st}$ values were between 0.10 and 0.61 (Table 4.1). The Illinois population was most similar to eastern foxsnakes. The patterns with Joust D differentiation were similar to $F_{st}$. All pairwise $F_{st}$ were significantly different from zero (p < 0.001).

Genetic Diversity

$F_{is}$ values were not significantly different between defined populations ($X^2_{13}=18.93, p=0.12$), but both allelic richness ($X^2_{13}=73.64, p < 0.001$) and $H_e$ ($X^2_{13}=42.52, p < 0.001$) values varied significantly among populations. The three most isolated eastern foxsnake populations (Georgian Bay 1&2; Lower Michigan; Norfolk) had the lowest allelic richness and were significantly lower than the Illinois population when compared using a Wilcoxon-Nemenyi-McDonald-Thompson post hoc test (Zar, 1996; Hollander & Wolfe, 1999) (Table 4.2). Similarly, $H_e$ was lowest in populations in the three isolated regional populations, but only two populations (Georgian Bay 1 and Norfolk) were significantly different from the population with the highest $H_e$ (Illinois).
Table 4.1. Pairwise $F_{ST}$ values (below the diagonal) and Joust D differentiation values (above the diagonal) between genetic clusters (see Fig. 4.1 for population distributions).

All pairwise values were highly significant ($p < 0.001$).

<table>
<thead>
<tr>
<th></th>
<th>Ill</th>
<th>Wisc</th>
<th>U.Mi</th>
<th>ON1</th>
<th>ON2</th>
<th>ON3</th>
<th>ON4</th>
<th>ON5</th>
<th>ON6</th>
<th>ON7</th>
<th>L. Mi</th>
<th>Nor.</th>
<th>GB1</th>
<th>GB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ill</td>
<td>0.07</td>
<td>0.07</td>
<td>0.14</td>
<td>0.20</td>
<td>0.32</td>
<td>0.23</td>
<td>0.26</td>
<td>0.18</td>
<td>0.26</td>
<td>0.38</td>
<td>0.30</td>
<td>0.51</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>Wisc</td>
<td>0.07</td>
<td>0.03</td>
<td>0.34</td>
<td>0.41</td>
<td>0.56</td>
<td>0.43</td>
<td>0.51</td>
<td>0.38</td>
<td>0.43</td>
<td>0.59</td>
<td>0.47</td>
<td>0.66</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>U.Mi</td>
<td>0.10</td>
<td>0.06</td>
<td>0.22</td>
<td>0.35</td>
<td>0.49</td>
<td>0.34</td>
<td>0.50</td>
<td>0.32</td>
<td>0.35</td>
<td>0.54</td>
<td>0.34</td>
<td>0.66</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>ON1</td>
<td>0.11</td>
<td>0.25</td>
<td>0.23</td>
<td>0.07</td>
<td>0.18</td>
<td>0.08</td>
<td>0.16</td>
<td>0.03</td>
<td>0.11</td>
<td>0.24</td>
<td>0.12</td>
<td>0.37</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>ON2</td>
<td>0.12</td>
<td>0.26</td>
<td>0.27</td>
<td>0.07</td>
<td>0.17</td>
<td>0.04</td>
<td>0.12</td>
<td>0.04</td>
<td>0.04</td>
<td>0.23</td>
<td>0.14</td>
<td>0.37</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>ON3</td>
<td>0.19</td>
<td>0.37</td>
<td>0.39</td>
<td>0.17</td>
<td>0.15</td>
<td>0.19</td>
<td>0.17</td>
<td>0.16</td>
<td>0.15</td>
<td>0.22</td>
<td>0.20</td>
<td>0.37</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>ON4</td>
<td>0.15</td>
<td>0.31</td>
<td>0.30</td>
<td>0.11</td>
<td>0.05</td>
<td>0.18</td>
<td>0.08</td>
<td>0.10</td>
<td>0.14</td>
<td>0.20</td>
<td>0.09</td>
<td>0.38</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>ON5</td>
<td>0.15</td>
<td>0.32</td>
<td>0.34</td>
<td>0.12</td>
<td>0.09</td>
<td>0.16</td>
<td>0.08</td>
<td>0.09</td>
<td>0.17</td>
<td>0.22</td>
<td>0.18</td>
<td>0.47</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>ON6</td>
<td>0.10</td>
<td>0.26</td>
<td>0.26</td>
<td>0.05</td>
<td>0.05</td>
<td>0.14</td>
<td>0.09</td>
<td>0.11</td>
<td>0.06</td>
<td>0.22</td>
<td>0.14</td>
<td>0.40</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>ON7</td>
<td>0.18</td>
<td>0.35</td>
<td>0.34</td>
<td>0.10</td>
<td>0.10</td>
<td>0.23</td>
<td>0.09</td>
<td>0.16</td>
<td>0.06</td>
<td>0.20</td>
<td>0.10</td>
<td>0.41</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>L. Mi</td>
<td>0.32</td>
<td>0.51</td>
<td>0.52</td>
<td>0.32</td>
<td>0.27</td>
<td>0.33</td>
<td>0.29</td>
<td>0.31</td>
<td>0.28</td>
<td>0.33</td>
<td>0.30</td>
<td>0.61</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Nor</td>
<td>0.33</td>
<td>0.53</td>
<td>0.48</td>
<td>0.20</td>
<td>0.20</td>
<td>0.37</td>
<td>0.17</td>
<td>0.29</td>
<td>0.20</td>
<td>0.24</td>
<td>0.53</td>
<td>0.31</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>GB1</td>
<td>0.46</td>
<td>0.60</td>
<td>0.61</td>
<td>0.42</td>
<td>0.40</td>
<td>0.54</td>
<td>0.43</td>
<td>0.53</td>
<td>0.42</td>
<td>0.55</td>
<td>0.67</td>
<td>0.60</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>GB2</td>
<td>0.21</td>
<td>0.41</td>
<td>0.45</td>
<td>0.25</td>
<td>0.23</td>
<td>0.37</td>
<td>0.27</td>
<td>0.34</td>
<td>0.25</td>
<td>0.40</td>
<td>0.54</td>
<td>0.50</td>
<td>0.20</td>
<td></td>
</tr>
</tbody>
</table>

Population names are abbreviations from populations described in Fig. 4.1 and Appendix 5.
Table 4.2. Sample size, expected heterozygosity ($H_e$), mean number of alleles (MNA) and allelic richness (AR) for genetic clusters of eastern foxsnakes (Fig. 4.2) in southwestern Ontario and northwestern Ohio. Standard deviation is given in brackets and populations connected with different letters for $H_e$ and allelic richness were significantly different. $F_{is}$ was not significantly different and MNA was not tested. See text for details of tests and Fig. 4.1 for distribution of populations.

<table>
<thead>
<tr>
<th>Population</th>
<th>N</th>
<th>$H_e$</th>
<th>MNA</th>
<th>AR</th>
<th>$F_{is}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeoBay1</td>
<td>119</td>
<td>0.28(0.13)$^b$</td>
<td>2.41(0.79)</td>
<td>2.05(0.54)$^b$</td>
<td>0.03(0.09)</td>
</tr>
<tr>
<td>GeoBay2</td>
<td>41</td>
<td>0.36(0.21)$^{ab}$</td>
<td>2.81(0.75)</td>
<td>2.40(0.66)$^b$</td>
<td>-0.02(0.13)</td>
</tr>
<tr>
<td>Swont1</td>
<td>62</td>
<td>0.59(0.14)$^{ab}$</td>
<td>4.33(1.61)</td>
<td>3.69(1.07)$^{ab}$</td>
<td>0.01(0.13)</td>
</tr>
<tr>
<td>SWont2</td>
<td>134</td>
<td>0.61(0.13)$^{ab}$</td>
<td>5.50(1.83)</td>
<td>3.97(1.10)$^{ab}$</td>
<td>0.04(0.05)</td>
</tr>
<tr>
<td>SWont3</td>
<td>28</td>
<td>0.52(0.14)$^{ab}$</td>
<td>4.00(1.13)</td>
<td>3.46(0.75)$^{ab}$</td>
<td>0.05(0.16)</td>
</tr>
<tr>
<td>SWont4</td>
<td>142</td>
<td>0.53(0.20)$^{ab}$</td>
<td>4.91(1.73)</td>
<td>3.69(1.27)$^{ab}$</td>
<td>0.02(0.05)</td>
</tr>
<tr>
<td>SWont5</td>
<td>28</td>
<td>0.58(0.15)$^{ab}$</td>
<td>3.83(1.40)</td>
<td>3.43(1.06)$^{ab}$</td>
<td>-0.01(0.16)</td>
</tr>
<tr>
<td>SWont6</td>
<td>84</td>
<td>0.62(0.11)$^{ab}$</td>
<td>5.33(1.72)</td>
<td>3.93(0.87)$^{ab}$</td>
<td>0.12(0.06)</td>
</tr>
<tr>
<td>SWont7</td>
<td>47</td>
<td>0.50(0.16)$^{ab}$</td>
<td>4.08(1.50)</td>
<td>3.23(0.94)$^{ab}$</td>
<td>0.03(0.17)</td>
</tr>
<tr>
<td>Norfolk</td>
<td>64</td>
<td>0.32(0.19)$^b$</td>
<td>3.25(1.28)</td>
<td>2.51(0.80)$^b$</td>
<td>0.13(0.11)</td>
</tr>
<tr>
<td>L. Mich</td>
<td>33</td>
<td>0.45(0.22)$^{ab}$</td>
<td>2.08(1.08)</td>
<td>2.04(1.04)$^b$</td>
<td>0.02(0.18)</td>
</tr>
<tr>
<td>Illinois</td>
<td>27</td>
<td>0.74(0.12)$^{ab}$</td>
<td>7.25(1.76)</td>
<td>5.96(1.44)$^a$</td>
<td>0.07(0.11)</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>12</td>
<td>0.61(0.19)$^{ab}$</td>
<td>4.33(1.40)</td>
<td>4.33(1.61)$^a$</td>
<td>0.03(0.14)</td>
</tr>
<tr>
<td>U. Mich</td>
<td>12</td>
<td>0.55(0.25)$^{ab}$</td>
<td>3.83(1.80)</td>
<td>3.80(1.75)$^a$</td>
<td>0.01(0.18)</td>
</tr>
</tbody>
</table>

Population names are abbreviations from populations described in Fig. 4.1 and Appendix 5.
Demographic modeling with Approximate Bayesian computation

Population-Scale

For the L. Michigan, Georgian Bay and Illinois populations the marginal densities of all three models (Drop, Decline, Stable) had P values above 0.05 (Table 4.3). This indicated that the observed marginal densities were within the range of the distribution of marginal densities for the retained simulations, and capable of producing the observed summary statistics. The marginal densities of the Drop model, however, were highest for all three populations with Bayes factors of 2.89 and 162.5 for L. Michigan, 2.59 and 316.08 for Georgian Bay and 3.62 and 182282 for Illinois, when comparing the Drop model to the Decline and Stable models, respectively. The marginal density for the Norfolk population had P values that were < 0.05 for all of the models, suggesting none of these models could accurately produce the summary statistics. Examining the posterior distributions for the Drop model for L. Michigan and Georgian Bay it appears they both had a significant drop in population size around 430 and 300 generations in the past, respectively (Table 4.4). Current population sizes were larger for L. Michigan (mode of 774 individuals) than for the Georgian Bay population (mode of 392 individuals) (Table 4.4). The Illinois drop in population size appeared to occur much earlier (2093 generations in the past) and resulted in a larger current population size (10754) (Table 4.4). But the Illinois population stretches over a much larger area (Fig. 4.1) so these populations should not be directly compared.
Table 4.3. Comparison of Approximate Bayesian computation models using marginal densities, probabilities (low P value indicates an inability of the model to produce the observed summary statistics) and relative probabilities. Models are presented graphically in Fig. 4.2 and described in more detail in the text.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Michigan</td>
<td>NA</td>
<td>Drop</td>
<td>2.6 x 10^4</td>
<td>0.71</td>
<td>0.74</td>
</tr>
<tr>
<td>Michigan</td>
<td>NA</td>
<td>Decline</td>
<td>9.9 x 10^-2</td>
<td>0.71</td>
<td>0.26</td>
</tr>
<tr>
<td>Michigan</td>
<td>NA</td>
<td>Bottle</td>
<td>1.6 x 10^-3</td>
<td>0.41</td>
<td>0.02</td>
</tr>
<tr>
<td>GBI</td>
<td>NA</td>
<td>Drop</td>
<td>4.1 x 10^-3</td>
<td>0.69</td>
<td>0.59</td>
</tr>
<tr>
<td>GBI</td>
<td>NA</td>
<td>Decline</td>
<td>1.5 x 10^-3</td>
<td>0.15</td>
<td>0.39</td>
</tr>
<tr>
<td>GBI</td>
<td>NA</td>
<td>Bottle</td>
<td>1.3 x 10^-5</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>Norfolk</td>
<td>NA</td>
<td>Drop</td>
<td>1.7 x 10^4</td>
<td>0.01</td>
<td>0.50</td>
</tr>
<tr>
<td>Norfolk</td>
<td>NA</td>
<td>Decline</td>
<td>7.9 x 10^-6</td>
<td>&lt;0.001</td>
<td>0.46</td>
</tr>
<tr>
<td>Norfolk</td>
<td>NA</td>
<td>Bottle</td>
<td>1.7 x 10^-6</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Illinois</td>
<td>NA</td>
<td>Drop</td>
<td>12.1</td>
<td>0.99</td>
<td>0.75</td>
</tr>
<tr>
<td>Illinois</td>
<td>NA</td>
<td>Decline</td>
<td>3.3</td>
<td>0.98</td>
<td>0.25</td>
</tr>
<tr>
<td>Illinois</td>
<td>NA</td>
<td>Bottle</td>
<td>6.7 x 10^-5</td>
<td>0.98</td>
<td>0</td>
</tr>
<tr>
<td>swOnt</td>
<td>10</td>
<td>Bot.Decline</td>
<td>5.1 x 10^-5</td>
<td>0.70</td>
<td>0.42</td>
</tr>
<tr>
<td>swOnt</td>
<td>10</td>
<td>Bot.Stable</td>
<td>1.3 x 10^-5</td>
<td>0.95</td>
<td>0.14</td>
</tr>
<tr>
<td>swOnt</td>
<td>10</td>
<td>2.Drop</td>
<td>2.4 x 10^-4</td>
<td>0.99</td>
<td>0.44</td>
</tr>
<tr>
<td>Full</td>
<td>15</td>
<td>Bot.Decline</td>
<td>1.3 x 10^-12</td>
<td>0.003</td>
<td>0.22</td>
</tr>
<tr>
<td>Full</td>
<td>15</td>
<td>Colonize</td>
<td>1.9 x 10^-16</td>
<td>&lt;0.001</td>
<td>0</td>
</tr>
<tr>
<td>Full</td>
<td>15</td>
<td>Decline</td>
<td>2.9 x 10^-12</td>
<td>0.01</td>
<td>0.77</td>
</tr>
</tbody>
</table>
Table 4.4. Prior distribution and posterior probabilities (with 90% highest probability density (HPD)) for parameters of the *Drop* single population models (Fig. 4.2a).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Population</th>
<th>Mode</th>
<th>90% HPD</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.now</td>
<td>Michigan</td>
<td>774</td>
<td>100 - 1564</td>
<td>0.49</td>
</tr>
<tr>
<td>N.ancest</td>
<td>Michigan</td>
<td>140606</td>
<td>57454 - 200000</td>
<td>0.37</td>
</tr>
<tr>
<td>T.drop</td>
<td>Michigan</td>
<td>430</td>
<td>100 - 860</td>
<td>0.31</td>
</tr>
<tr>
<td>N.now</td>
<td>GeoBay</td>
<td>392</td>
<td>100 - 878</td>
<td>0.49</td>
</tr>
<tr>
<td>N.ancest</td>
<td>GeoBay</td>
<td>83171</td>
<td>166342 - 200000</td>
<td>0.38</td>
</tr>
<tr>
<td>T.drop</td>
<td>GeoBay</td>
<td>300</td>
<td>40 - 700</td>
<td>0.30</td>
</tr>
<tr>
<td>N.now</td>
<td>S.West</td>
<td>10754</td>
<td>4722 - 17988</td>
<td>0.57</td>
</tr>
<tr>
<td>N.ancest</td>
<td>S.West</td>
<td>94948</td>
<td>46464 - 175758</td>
<td>0.29</td>
</tr>
<tr>
<td>T.drop</td>
<td>S.West</td>
<td>2093</td>
<td>734 - 2970</td>
<td>0.19</td>
</tr>
</tbody>
</table>

N.now = current population size; N.ancest = ancestral population size, T.drop = time of decline in population size.
For southwestern Ontario, the marginal densities of all three models again had P values above 0.05 (Table 4.3). When comparing the marginal densities of the models, the 2.Drop had the highest marginal density resulting in Bayes factors of 18.46 and 4.71 when comparing to the Bot.stable and Bot.decline models, respectively. For the 2.Drop model, the population size posterior distributions had modes that ranged from 1236 to 3200 and posterior distributions for the timing, suggested a major drop in population size 2106 generations in the past and a drop/split of the southwestern Ontario populations 130 generations in the past (Table 4.5). T.Drop (large drop in population size in the past), however, had an R² value of much less than 10% and should be interpreted with caution.

**Range-Wide Scale**

At the range-wide scale the Bot.Decline and Decline models both had much higher marginal densities than the Colonize model, but there was conflicting evidence over which of the former two models had stronger support (Table 4.3). The marginal density for the Decline model was higher leading to a modest Bayes factor of 2.23 when comparing the Decline to Bot.Decline model, but the relative probability (i.e. proportion of simulations within top 1000 simulations) was higher (0.77) for the Bot.Decline model. Neither of these models, however, had P values above 0.05 suggesting they could not produce the observed summary statistics.

This equivocal result could be due to the complexity of the models that we tested and/or the low sample sizes and less intensive sampling coverage that we had for the western foxsnake populations. We therefore used the same generated dataset, but reduced the complexity by only including eastern foxsnake parameters and summary statistics.
when calculating Euclidean distances between the generated and actual datasets and in the post sampling regression adjustment. After pruning the models in this way, the P value for the *Decline* (P value = 0.09), but not the *Bot.Decline* (P value = 0.004) model was above 0.05. The marginal Density was also higher for the *Decline* model resulting in a Bayes Factor of 56.77. We therefore estimated the parameters of this simplified *Decline* model (Table 4.6). The posterior probabilities of these suggested that the eastern foxsnake regional populations were split approximately 312 generations (100-594 90% HPD) in the past, which matched well with the timing of the population drop for the L.Michigan and Georgian Bay single population models. Also consistent with the single population models, the population sizes for the L.Michigan and Georgian Bay populations were, 788 and 642 individuals, respectively. For southwestern Ontario, the mean population size (mode = 772) was lower than any of the population sizes estimated, when we ran the southwestern Ontario in the single population model. The gamma distribution (Gamma(8,8/X)) with a population mean of 772 would allow population sizes to vary between 200 and 1600 and so when incorporating the 90% HPD (400-1384), the mean population size would be well within the confidence intervals of the southwestern Ontario population model.
Table 4.5. Prior distribution and posterior probabilities (with 90% highest probability density (HPD) estimate) for parameters 2.Drop model for southwestern Ontario (Fig. 4.2b).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Priors</th>
<th>Mode</th>
<th>90% HPD</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.SWont1</td>
<td>400-4000</td>
<td>1236</td>
<td>400-2200</td>
<td>0.69</td>
</tr>
<tr>
<td>N.SWont2</td>
<td>400-4000</td>
<td>3200</td>
<td>963-2000</td>
<td>0.68</td>
</tr>
<tr>
<td>N.SWont3</td>
<td>400-4000</td>
<td>2908</td>
<td>818-1964</td>
<td>0.69</td>
</tr>
<tr>
<td>N.SWont4</td>
<td>400-4000</td>
<td>1636</td>
<td>309-1400</td>
<td>0.68</td>
</tr>
<tr>
<td>N.SWont5</td>
<td>400-4000</td>
<td>3018</td>
<td>836-1981</td>
<td>0.69</td>
</tr>
<tr>
<td>N.SWont6</td>
<td>400-4000</td>
<td>1962</td>
<td>400-1671</td>
<td>0.69</td>
</tr>
<tr>
<td>N.SWont7</td>
<td>400-4000</td>
<td>1636</td>
<td>327-1491</td>
<td>0.69</td>
</tr>
<tr>
<td>T.split</td>
<td>10-1000</td>
<td>130</td>
<td>10-270</td>
<td>0.73</td>
</tr>
<tr>
<td>T.Drop</td>
<td>1000-2500</td>
<td>2106</td>
<td>1243-2469</td>
<td>0.02</td>
</tr>
<tr>
<td>N.SWont</td>
<td>2000-20000</td>
<td>3274</td>
<td>2001-8910</td>
<td>0.24</td>
</tr>
<tr>
<td>N.ancest</td>
<td>20000-100000</td>
<td>72525</td>
<td>34545-97575</td>
<td>0.33</td>
</tr>
</tbody>
</table>

N.SWont = current population size of populations in southwestern Ontario; N.ancest = ancestral population size before first drop; T.drop = time of first drop in population size; N.SWont = Size of sw Ontario population before splitting; T.Split = time of second population drop and split into current populations.
Table 4.6. Prior distribution and posterior probabilities (with 90% highest probability density (HPD) estimate) for parameters of the simplified Decline regional model (see Fig. 4.3c and text for details).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior</th>
<th>Mode</th>
<th>90%HPD</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.swOnt</td>
<td>400-2000</td>
<td>772</td>
<td>400 - 1384</td>
<td>0.33</td>
</tr>
<tr>
<td>N.Mich</td>
<td>400-2000</td>
<td>788</td>
<td>416 - 1256</td>
<td>0.58</td>
</tr>
<tr>
<td>N.Norfolk</td>
<td>400-2000</td>
<td>1450</td>
<td>868 - 1918</td>
<td>0.58</td>
</tr>
<tr>
<td>N.GeoBay</td>
<td>400-2000</td>
<td>642</td>
<td>400 - 1046</td>
<td>0.58</td>
</tr>
<tr>
<td>N.East</td>
<td>5000-50000</td>
<td>33756</td>
<td>10000- 78220</td>
<td>0.10</td>
</tr>
<tr>
<td>N.Fox</td>
<td>20000-200000</td>
<td>158182</td>
<td>50910 - 200000</td>
<td>0.40</td>
</tr>
<tr>
<td>T.split.EW</td>
<td>200-2000</td>
<td>1727</td>
<td>1000 - 2000</td>
<td>0.16</td>
</tr>
<tr>
<td>T.sp.ea</td>
<td>50-1500</td>
<td>312</td>
<td>100 - 594</td>
<td>0.67</td>
</tr>
</tbody>
</table>

N.swOnt = mean population size of sw Ontario populations; N.Mich = population size of lower Michigan population; N.Norfolk = size of Norfolk population; N.GeoBay = size of Georgian Bay 1 population; N.East = size of eastern foxsnake population before fragmenting; N.Fox size of foxsnake populaton before splitting from western foxsnares
Discussion

Our microsatellite analysis showed that genetic population structure and population differentiation are much greater in eastern foxsnakes than western foxsnakes, and genetic diversity was lower in isolated peripheral eastern foxsnake populations. Based on ABC analysis these patterns appear to be attributable to large drops in population size, combined with population splits. Given the estimated timing of population size drops and splits, the most likely cause is the infilling of deciduous forest and/or cooler temperatures since the Hypisthermal. Further population drops and fragmentation in southwestern Ontario were also evident and most likely caused by anthropogenic habitat loss and fragmentation.

Sequence data from the cytochrome b region of mtDNA showed very little variation and patterns were not consistent with microsatellite analysis or with current fragmented regional populations. All but two eastern foxsnakes (58 total) and most of the western foxsnakes, east of the Mississippi, had an identical haplotype possibly reflecting a selective sweep or founder event in the past.

Genetic Diversity and Genetic population structure

Results from both assignment tests and PCA with microsatellite data showed a clear split between the current designation of eastern and western foxsnakes, with genetic structure more pronounced within eastern foxsnakes. This was expected given that the range of eastern foxsnakes appears to be more fragmented, but implies that the distribution of western foxsnakes is potentially more continuous. This fragmentation and geographical isolation has impacted microsatellite diversity; the isolated eastern foxsnake...
regional populations show significantly lower expected heterozygosity and allelic richness than the Illinois foxsnake population. This is consistent with other studies on temperate species that have found that as populations move northward, away from glacial refugia, there is a decrease in genetic diversity (Johansson et al., 2006; Howes & Lougheed, 2008). This decline, however, was non-significant between the Illinois population and the Wisconsin and upper Michigan populations. The upper Michigan population is likely as far, or farther, from potential glacial refugia than some of the eastern foxsnake populations that show a significant decline in genetic diversity. Because western foxsnake populations are seemingly more continuously distributed, this lack of decline may be attributed to ongoing gene flow with southern populations, which would contribute to maintenance of genetic diversity (Wright, 1978; Slatkin, 1987), but would not be possible for the isolated eastern populations.

Using mtDNA we found two major clades (1.5% divergence), but in contrast to the patterns found with microsatellites these clades did not correspond to the current designation of eastern and western foxsnakes or to any of the eastern foxsnake regional populations (Fig. 4.4). Using more sequences, Crother et al. (unpublished manuscript) suggested the Mississippi as a possible barrier that lead to this divergence. The Mississippi has proven to be a barrier for other species (Burbrink et al., 2000; Howes et al., 2006) and based on the distribution of haplotypes (Fig. 4.4) this is a possible scenario. Crother et al. (unpublished manuscript) and we, however, found eastern and western haplotypes on either side of the Mississippi River, suggesting this is not presently a strong barrier. In the Wisconsin population (Fig. 4.1), we found haplotypes from both clades, but microsatellite assignment tests put these individuals in the same genetic cluster, implying
that the lineages are not reproductively isolated. Other snake species with similar
divergences between cytochrome \( b \) lineages, also show no evidence of assortative mating
in zones of contact indirectly implying lack of reproductive isolation between clades
(Gibbs et al., 2006).

The diversity and structure at cytochrome \( b \) was generally very low and, within
eastern foxsnakes, all except two individuals possessed a single mitochondrial haplotype.
The majority of western foxsnakes, east of the Mississippi, also had this same haplotype
suggesting a bottleneck or selective sweep prior to split between eastern and western
foxsnakes. The cytochrome \( b \) region of mtDNA has been found to be variable and
informative for closely related snake species (Burbrink et al., 2000). Preliminary tests
also found that cytochrome \( b \) was more variable than mtDNA control region in foxsnakes
(L. Gibbs, unpublished data), suggesting this paucity of diversity in eastern foxsnakes was
not simply related to the region of mtDNA that we examined.

Colonization patterns and Approximate Bayesian computation analysis

We are fully aware that, although our models were complex, there remained many
simplifications (e.g. no gene flow, combined eastern foxsnake splitting times) that could
affect our parameter estimates. Overall, however, all models (both single population and
regional models) that included large population declines consistently had better support
than population expansion models (i.e. founder effects and population expansion). The
current geographic range of foxsnakes was covered by ice sheets > 70 000 years ago and
so there is no doubt that ancestral populations expanded into their current range since that
time. Our models suggest, however, that ancestral foxsnake populations were larger and
more widely distributed, and that subsequent declines and population fragmentation have
had the largest effect in shaping the current microsatellite diversity and structure patterns. Based on herpetofauna distribution patterns, Schmidt (1938) suggested that a post-glacial steppe extended prairie like conditions eastward from the prairie peninsula. This hypothesis has been supported by pollen profiles (King, 1981; Webb, 1981). These prairie conditions, combined with the higher temperatures at the Climatic Optimum ~5000 years ago (Smith, 1957; Churche & Karrow, 2008) arguably permitted these higher population sizes and/or greater connectivity across the range of eastern and western foxsnakes.

The maximum extent of the eastward extension of prairie conditions has been estimated at approximately 5000 - 7000 years ago with subsequent westward retreat until approximately 2000 years ago (Webb, 1981). Estimating the timing of the demographic parameters relies on the estimated generation time. Based on growth models built for a population in Georgian Bay, the minimum size of observed gravid females and the maximum size of observed females the age at maturity and maximum life span for females were estimated at 4 and 13 years, and 3 and 10 years, for populations in Geogian Bay and southwestern Ontario, respectively (J.R. Row and S.C. Lougheed unpublished data). Assuming a generation time of 7.5 years (midpoint between age at maturity and longevity, averaged for Georgian Bay and southwestern Ontario) the fragmentation of eastern foxsnakes populations occurred approximately 2340 years in the past (90% HPD confidence interval of 750-4455). This estimates seem to preclude the possibility that the geographic disjunctions within eastern foxsnakes were caused by European settlement and would be consistent with existence of the post-glacial steppe and subsequent infilling with deciduous forest coincident with post-Hypsithermal cooling of temperatures. Posterior distributions suggest that the split between eastern and western foxsnakes
occurred approximately 12,952 years in the past (90% confidence interval of 7500 to 15,000 years ago). Again this timing strongly suggests that the disjunctions did not result from European settlement, but would appear to predate the proposed timing of the infilling of deciduous forest. The wide confidence intervals and low $R^2$ suggest, however, that we may not have significant power to estimate this splitting time with our microsatellite markers alone.

*Anthropogenic Habitat Alteration and Conservation implications*

Although the large population declines and regional population splits appear to predate major European colonization, there is evidence that agricultural, residential and urban development have further impacted populations across the distribution, but at finer geographic scales. Indeed, Row *et al.* (2010) found that disjunctions between diagnosed genetic clusters in southwestern Ontario correlated well with agricultural fields and road barriers. The timing of the population split in this region (10-270 HPD generations; 75-2025 years) is consistent with the notion that anthropogenically driven habitat fragmentation isolated previously larger and more connected populations of foxsnakes in this region. Results from our ABC analysis also imply that the current population sizes of foxsnakes are much smaller than those in the past, which is especially true for eastern foxsnakes. Although, it appears the largest decline pre-dated extensive European settlement, it is unlikely that the large anthropogenic habitat loss and fragmentation is not having a continued impact on populations, as evidenced by the southwestern Ontario analysis. There is recent evidence of a widespread recent decline in snakes (Reading *et al.*, 2010) and small increases in mortality can have large impacts on populations of late maturity species, such as large snakes in temperate climates (Row *et al.*, 2007).
Combining these population size estimates with population viability analysis would be beneficial for determining the viability of these remaining populations.

**Conclusions**

The Approximate Bayesian computing approach (Beaumont *et al.*, 2002; Beaumont *et al.*, 2010) that we deployed in this study provided a robust hypothesis-testing framework for comparing alternate historical demographic models. Using this analysis we found that major disjunctions evident in the current distribution of foxsnakes predate European colonization and thus cannot be attributed to extensive land alteration that has occurred over the last two centuries. In our hierarchical analysis, results of the single population models and regional population models showed consistent results in terms of splitting times and population sizes. This provided us with confidence in our results, but also suggests that ABC analysis may be robust in situations where there are gaps in sampling distribution. Simulation studies will provide further clarification as to the situations where this would hold true.

All of the timing estimates must be interpreted with some caution as they depend on an accurate estimation of both generation time and mutation rate. Although mutation rate was allow to vary within a reasonable interval (10^{-4} - 10^{-5}) and estimated using our models, generation time will likely vary depending on latitudue and length of active season (Blouin-Demers *et al.*, 2002) and could have a large effect on our estimates of splitting time. Furthmore, the exclusion of parameters such as gene flow, which may have had a role in shaping the patterns of diversity, may also have an effect on all of our parameter estimates. Simulation studies testing the effect of the exclusion or inclusion of
parameters that were not used to derive the ‘observed’ dataset would be beneficial in assessing the sensitivity of the ABC analysis and parameter estimation.

This study provides a firm foundation for future work both on the foxsnake itself, but also on other co-distributed species. Schmidt (1938) used the eastern range extension of 11 prairie herpetofauna species (including 6 snake species) as evidence for the postglacial steppe. Other studies have since identified similar distribution patterns in other species of herpetofauna, as well as species of mammals, plants and insects (Thomas, 1951; Smith, 1957; Lloyd, 1967). Many of these species are also associated with aquatic habitats (e.g. turtles and frogs) and likely also benefited from the lake formation and drainage basins from the melting ice caps (Mockford et al., 2007). Similar tests of the postglacial expansion of some of these other species would determine if they show similar evidence for declines and if timing and extent of declines are consistent. For comparisons with foxsnakes, a test of the Massasauga rattlesnake (*Sistrurus c. catenatus*) populations would be particularly useful, as their range in Ontario is very similar, including the presence of disjunct populations in southwestern Ontario and the Georgian Bay area. Furthermore identification and inclusion of other genetic markers with slower mutations rates (e.g. longer repeat microsatellite markers, nuclear DNA sequences) and additional western foxsnake samples may provide more accurate parameter estimates and insight into deeper historical trends (e.g. split between eastern and western foxsnakes, bottleneck during maximum glacial extent).
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Chapter 5: General Discussion
Due to the complex demographic and evolutionary history of most species, it is often difficult to determine the relative contribution of processes acting across different spatial and temporal scales (Eckert et al. 2008; Knowles & Alvarado-Serrano 2010). Nonetheless, understanding the causes of spatial distribution of genetic variation has long been a key emphasis in evolutionary biology and underpins many evolutionary models (Mayr 1963; Gould & Johnston 1972). In my thesis I have combined behavioural, ecological and spatial analyses with population genetic and phylogenetic approaches to understand the factors that have shaped population structure and patterns of diversity across the range of eastern and western foxsnakes. It was only through these multi-perspective analyses using different data types, that it became clear the degree to which each of a series of historical and contemporary factors has contributed to shape the patterns of variation observed today. Below I summarize each chapter and discuss its evolutionary significance and conservation implications.

**Summary of Chapters**

**Chapter 2**

In the second chapter, we used radio-telemetry and occurrence records to examine the impact of habitat fragmentation on behaviour, habitat use and distribution patterns for foxsnakes across a heavily fragmented region. We first compared habitat use patterns at two locations varying in their habitat patch size and level of disturbance. We predicted that foxsnakes would maintain similar habitat use patterns but restrict movements at the more disturbed site. Supporting our predictions, we found that, although foxsnakes were relatively widespread across this region, they appeared to limit their movements within
usable habitat patches. Occurrence records were found not far from areas of usable habitat, suggesting their current distribution is limited to small isolated populations.

Snakes are the top predators in many ecosystems (Schwaner & Sarre 1988; Tzika et al. 2008) and thus can be disproportionately important to community stability (Paine 1969; Duffy 2002). A growing number of population and landscape genetic studies have found that snake populations may be heavily impacted by habitat fragmentation (Row et al. 2010; Jansen et al. 2008; Clark et al. 2010; DiLeo et al. 2010). This may be due to strict thermoregulatory needs of terrestrial ectotherms, particularly in temperate climates (Blouin-Demers & Weatherhead 2002; Row & Blouin-Demers 2006). Our study was one of the first to examine the behavioural impact of habitat patch size and fragmentation on snakes. Without more such studies it will be impossible to devise effective management practices that mitigate the effects of habitat loss and avoid small isolated populations, which have an increased risk of local extinction (Saccheri et al. 1998).

Chapter 3

In the third chapter, we combined habitat suitability modeling with spatial genetic analysis to test the link between habitat quality and distribution with dispersal patterns and resulting genetic population structure. Supporting our predictions and providing more direct evidence that recent habitat changes can have large effects on population structure, we found that the distribution and quality of habitat correlated with the number, extent and location of genetic clusters. Further, including resistance values, based on habitat quality, improved the fit of isolation by distance models. Lakes also apparently acted as barriers to gene flow between some populations, but the amount of differentiation was not as great as populations separated by low quality terrestrial habitat.
Dispersal and gene flow counteract the diversifying effects of genetic drift and mutation (Slatkin 1987) and therefore can have large effects on how variation is distributed among populations (Postma & van Noordwijk 2005). Although, many studies have recognized the impact of landscape structure on dispersal patterns, to our knowledge ours was one of the first to combine habitat suitability analysis with population genetics (but see: Wang et al. 2008). This approach allowed us to more directly test how habitat distribution and quality can impact dispersal and gene flow and not simply which habitat features correlate with patterns of differentiation. More studies combing the well established methods of habitat suitability modeling (reviewed in: Hirzel & Le Lay 2008) with population genetic models, would allow for more ecologically driven landscape quantification and more direct tests of how the amount, distribution and quality of habitat can impact dispersal patterns and population differentiation of different species.

In addition to the inclusion of habitat modeling with population genetics, we tested existing, and introduced new methodology for landscape genetics outlined below:

1) Combining assignment tests with surface interpolation of posterior probabilities or admixture proportions has been used in the literature, but is under-utilized, particularly when three or more clusters are present (Guillot et al. 2005; Murphy et al. 2008; Durand et al. 2009; Pierson et al. 2010). We developed a method to identify common boundaries of genetic clusters by combining surface interpolation maps of clusters across a common landscape. This method will assist with identifying barriers on the landscape in species that show significant genetic clustering, as we observed.

2) McRae (2006) found that isolation by distance (IBR) produced better results than least cost path (LCP) analysis when modeling connectivity of populations. We compared the
methods using an individual based dataset and found similar results when using the two methods.

3) Spatial autocorrelation analysis has been widely used in the literature to determine the scale of spatial genetic structure and to make comparisons between groups, particularly with respect to identifying sex-biased dispersal (Beck et al. 2008; Dubey et al. 2008; Hardy et al. 2008). Although resistance values can easily be incorporated into spatial autocorrelation analysis using most spatial autocorrelation software, and would seem more biologically realistic than using straight-line distances, this is rarely tested in natural populations. Here we found that, when using resistance values, the spatial autocorrelation analysis results were more consistent with the assignment test results.

Chapter 4

The entire range of eastern foxsnakes would have been completely covered with ice sheets during the Pleistocene, > 10,000 years ago. In chapter 4, we first quantified patterns of genetic diversity and genetic population structure of foxsnakes using both mitochondrial (mtDNA) and microsatellite DNA markers. We found little variation using mtDNA sequence data, especially within eastern foxsnakes. However, the population structure of microsatellites revealed a clear split between eastern and western foxsnakes and much greater population structure and differentiation among diagnosed genetic clusters within eastern foxsnakes, which corresponded to regional, fragmented and geographically isolated locales where foxsnakes are found. The isolated regional eastern foxsnake populations also showed a significant decline in genetic diversity. This decline was not evident in western foxsnake populations, which based on distribution patterns and assignment tests, appear to be much more continuously distributed.
Using Approximate Bayesian computation (ABC) we compared competing historical-demographic models to determine if the observed genetic patterns were more likely the result of repeated founder effects and population expansion or the result of a previously extensive range that was followed by subsequent retraction and subdivision. Supporting our prediction, we found that both single population models and regional population models that included a large population decline (i.e. corresponding to an extensive range followed by a subsequent retraction) showed the greatest support. The timing of declines and population splits suggested the most likely cause was the infilling of deciduous forest within the present-day range, following the expansion of eastern foxsnakes along a post-glacial steppe some 5-7000 years before present. Recent, human-induced, impacts on population structure were also apparent in the ABC analysis. The confidence intervals for the timing of the population split in southwestern Ontario (35-970 years), combined with the striking correlation found between population boundaries and habitat fragmentation found in the second chapter, provide strong evidence that anthropogenic factors have likely caused the extensive genetic structure observed in this region.

Traditional post hoc phylogeographic approaches derive conclusions by testing for a large number of possible causative factors, which can often lead to falsely attributing causation to some historical factor (Panchal & Beaumont 2007). Because of this, there has been a recent move to include a more robust statistical, hypothesis-testing framework into phylogentic analysis (Knowles & Maddison 2002). ABC analysis coupled with coalescent modeling is well suited to this task (Bertorelle et al. 2010). Only recently, however, have programs become available (Cornuet et al. 2008; Lopes et al. 2009; Wegmann et al.)
for population geneticists and phylogeographers without extensive computer programming skills. Using this analysis we gained insight into both the historical and contemporary processes that have shaped patterns of diversity for eastern foxsnakes. Further exploration of herpetofauna species with similar geographic ranges using ABC approaches would show whether the large population declines seen here are unique to the relatively ecologically specialized foxsnakes, or comprise a more general trend for terrestrial ectotherms, most of which would likely not have benefited from the infilling of deciduous forest and cooler temperatures beginning in the mid-Holocene. Furthermore, the timing and extent of population fragmentation for other species in southwestern Ontario, which houses the highest density of species at risk in Canada (Environment Canada, 2009), might point to other species that have been similarly impacted in this region.
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Figure A1.1. Results of eigen analysis (see text for details) with habitat loadings for each habitat type (top) and eigenvectors for each individual foxsnake (bottom) comparing used locations to habitat composition within the home-range of eastern foxsnakes at A) a highly fragmented (HMCA) and B) a low fragmented (PPNP) site in southwestern Ontario.
Figure A1.2. Results of eigen analysis (see text for details) with habitat loadings for each habitat type (top) and eigenvectors for each individual foxsnake (bottom), comparing habitat proportions within minimum convex polygon home-ranges of eastern foxsnakes to available habitat composition (circle centered on the hibernation site with a radius equal to the home-range length for each individual) for radio-tracked eastern foxsnakes at A) a highly fragmented (HMCA) and B) a low fragmented (PPNP) site in southwestern Ontario.
Appendix 2

Ecological Niche Factor Analysis methods and results for eastern foxsnakes across southwestern Ontario.

Ecological Niche Factor Analysis compares the landscape characteristics (derived from environmental and topographical maps) at locations used by individuals of a species to characteristics observed across the entire study region (Hirzel et al. 2002) to determine landscape scale habitat use patterns and derive habitat suitability maps. ENFA does not require absence data, making it particularly suited to secretive species, such as snakes, where absence is difficult to determine. Here we use ENFA to quantify habitat suitability patterns for eastern foxsnakes across southwestern Ontario.

Methods

Ecological Niche Factor Analysis

We conducted ENFA in Biomapper 3.2 (Hirzel et al. 2002) with 10 environmental descriptors at 40 m² resolution (Table A2.1). We used 722 occurrence records, resulting in 510 presence cells (cells with more than one occurrence were not weighted higher). Most records (~72%) were collected by our research team and consisted of live captures and road kills, while the remaining records were obtained from government employees conducting survey work. Agriculture was not included in the analysis because it comprised the majority of the region and, therefore, we considered positive selection for the other habitat types as avoidance of agricultural fields. We first standardized (transformed to standard deviations from the mean) and then Box-Cox transformed (as suggested by the manual) all variables to normalize the distribution of values in each map. Using ENFA, we determined the overall marginality (difference from mean
availability) and specialization (ratio of global variability to species variability) for foxsnakes in this region (Hirzel et al. 2002). ENFA also condenses the original variation into a reduced number of factors with the contribution for each variable on each factor measured by the magnitude and direction (in the case of marginality) of its score (Hirzel et al. 2002).

We used the factors of the ENFA to derive a habitat suitability map with the geometric mean method, which calculates the geometric mean from each cell to all presence points and assigns a suitability score between 0 and 100% (Hirzel & Arlettaz 2003). We determined the number of factors to retain for the habitat suitability calculation by comparing the eigenvalues with MacArthur’s broken-stick distribution (Jackson 1993; Hirzel et al. 2002).
Table A2.1. Ecological variables used in ENFA to quantify landscape scale habitat use patterns for eastern foxsnakes (*Pantherophis gloydi*) across southwestern Ontario.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distance</strong></td>
<td></td>
</tr>
<tr>
<td>D.Marsh</td>
<td>Distance to nearest marsh (m)</td>
</tr>
<tr>
<td>D.Open</td>
<td>Distance to nearest unmaintained open habitat (m)</td>
</tr>
<tr>
<td>D.Water</td>
<td>Distance to nearest open water (m)</td>
</tr>
<tr>
<td>D.Drain</td>
<td>Distance to nearest drain or small creek (m)</td>
</tr>
<tr>
<td>D.Resid</td>
<td>Distance to residential or urban area (m)</td>
</tr>
<tr>
<td><strong>Density</strong></td>
<td></td>
</tr>
<tr>
<td>Marsh.Den</td>
<td>Density of marsh habitat</td>
</tr>
<tr>
<td>Open.Den</td>
<td>Density of unmaintained open habitat</td>
</tr>
<tr>
<td>Drain.Den</td>
<td>Density of drain or small creeks</td>
</tr>
<tr>
<td>Resid.Den</td>
<td>Density of residential or urban areas</td>
</tr>
<tr>
<td>Road.Den</td>
<td>Density of roads</td>
</tr>
</tbody>
</table>
To evaluate the predictive power of our habitat model, we used a Boyce Index (Boyce *et al.* 2002) with a moving window (20 classes) (Hirzel *et al.* 2006) and our presence only data in a 10-fold cross-validation approach (Fielding & Bell 1997; Hirzel *et al.* 2006). This approach divides the data into 10 partitions (using 9 to build the model and 1 for evaluation) and evaluates the predictability by comparing the ratio of the predicted frequency of evaluation points based on the model (P) in each habitat class to the expected frequency (E) based on a random model (Hirzel *et al.* 2006). Boyce’s Index varies between -1 and 1, with zero representing a random model. Subsequently, we divided the suitability scores into habitat classes by examining a plot of P/E ratio for each habitat class. Classes where the ratio was < 1 were classified as unsuitable because there are less evaluation point presences within that habitat class than expected by chance. Areas with constant values within the plot cannot be distinguished from one another and therefore were grouped in successively higher classes (Hirzel *et al.* 2006).

**Results**

*Ecological Niche Factor Analysis*

The global marginality (1.5) and specialization (1.2) demonstrated that individuals selected cells far from the global mean and with a narrower distribution of values than are present within the study area. The strongest variables in the marginality factor showed that individuals were much more likely to be found in cells with a low distance to, and with a high density of, surrounding marshes and semi-natural open habitat (Table A2.2). No single specialization factor explained a significant amount of the specialization making interpretation difficult. On the first and second axes, however, open and marsh
variables had the strongest values, showing that foxsnakes were specializing on these habitat types.

Analysis using MacArthur’s broken-stick distribution suggested that we retain 7 of the 10 axes, which explained 96% of the total explained variation (100% of the marginality and 91% of the speciation). The Boyce’s Index (0.836 ± 0.16) from the 10-fold cross validation was far from zero indicating that our model had relatively good predictive power. We used the P/E curve to divide the suitability scores into four habitat classes (Fig A2.2): unsuitable (0-30), marginal (30-41), suitable (41-81), and optimal (81-100). Unsuitable habitat was classed as values with a P/E ratio <1 and the other divisions were made where there were obvious changes in the trends of the graph (Hirzel et al. 2006).
Table A2.2. Correlations between ecological variables (Table 1) and ENFA factors. The first factor explains 100% of the marginality and percentages in brackets indicate the amount specialization explained by each factor. The number of symbols indicates the strength of marginality (factor 1) or degree of specialization (factor 2-7) and zeros indicate no significant difference between factor and global scores.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Factor 1 (15%)</th>
<th>Factor 2 (21%)</th>
<th>Factor 3 (15%)</th>
<th>Factor 4 (15%)</th>
<th>Factor 5 (13%)</th>
<th>Factor 6 (11%)</th>
<th>Factor 7 (8%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D.Marsh</td>
<td>----</td>
<td>0</td>
<td>***</td>
<td>*</td>
<td>****</td>
<td>0</td>
<td>**</td>
</tr>
<tr>
<td>D.Open</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>****</td>
<td>**</td>
<td>*</td>
<td>**</td>
</tr>
<tr>
<td>D.Water</td>
<td>****</td>
<td>*</td>
<td>**</td>
<td>***</td>
<td>****</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>D.Drain</td>
<td>0</td>
<td>*</td>
<td>***</td>
<td>***</td>
<td>****</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>D.Resid</td>
<td>-</td>
<td>0</td>
<td>**</td>
<td>**</td>
<td>****</td>
<td>****</td>
<td>***</td>
</tr>
<tr>
<td>Marsh.Den</td>
<td>++++</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>**</td>
<td>*</td>
<td>**</td>
</tr>
<tr>
<td>Open.Den</td>
<td>++++</td>
<td>*****</td>
<td>**</td>
<td>****</td>
<td>**</td>
<td>*</td>
<td>****</td>
</tr>
<tr>
<td>Drain.Den</td>
<td>0</td>
<td>***</td>
<td>****</td>
<td>*</td>
<td>**</td>
<td>****</td>
<td>*</td>
</tr>
<tr>
<td>Resid.Den</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>**</td>
<td>****</td>
<td>*****</td>
</tr>
<tr>
<td>Road.Den</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>**</td>
<td>0</td>
<td>***</td>
<td>****</td>
</tr>
</tbody>
</table>
Figure A2.1. Current approximate range of eastern foxsnakes (*Pantherophis gloydi*) in grey with region of ecological niche factor analysis shown in inset. Triangles correspond to occurrence records.
Figure A2.2. a) Habitat suitability classes (derived from Ecological Niche Factor Analysis) based on the predicted/expected ratio of evaluation points within a 20 class moving window and based on a 10 fold cross validation (see text for details). b) Resulting habitat suitability map for eastern foxsnakes outlining unsuitable (white) to optimal (black) habitat. Open triangles are foxsnake occurrence records.
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Appendix 3

Table A3.1. Number of samples, locations, cluster names (Chapter 4) and population names (Chapter 5) for samples used throughout this thesis.

<table>
<thead>
<tr>
<th>Location</th>
<th>Cluster Name</th>
<th>Population Name</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ojibway/Lasalle</td>
<td>Group 1</td>
<td>SWont 1</td>
<td>48</td>
</tr>
<tr>
<td>Holiday Beach</td>
<td>Group 1</td>
<td>SWont 1</td>
<td>16</td>
</tr>
<tr>
<td>Cedar Creek</td>
<td>Cedar</td>
<td>SWont 3</td>
<td>28</td>
</tr>
<tr>
<td>Ruscom</td>
<td>Group 2</td>
<td>SWont 6</td>
<td>16</td>
</tr>
<tr>
<td>Big Creek</td>
<td>Group 2</td>
<td>SWont 6</td>
<td>26</td>
</tr>
<tr>
<td>Lambton</td>
<td>Group 2</td>
<td>SWont 6</td>
<td>27</td>
</tr>
<tr>
<td>Chatham</td>
<td>Group 2</td>
<td>SWont 6</td>
<td>15</td>
</tr>
<tr>
<td>Sheldon Marsh</td>
<td>Group 3</td>
<td>SWont 7</td>
<td>25</td>
</tr>
<tr>
<td>Rondeau</td>
<td>Group 3</td>
<td>SWont 7</td>
<td>23</td>
</tr>
<tr>
<td>Maumee Bay</td>
<td>Group 4</td>
<td>SWont 2</td>
<td>16</td>
</tr>
<tr>
<td>Bass Islands</td>
<td>Group 4</td>
<td>SWont 2</td>
<td>54</td>
</tr>
<tr>
<td>Pelee Island</td>
<td>Group 4</td>
<td>SWont 2</td>
<td>34</td>
</tr>
<tr>
<td>Kelly’s Island</td>
<td>Group 4</td>
<td>SWont 2</td>
<td>13</td>
</tr>
<tr>
<td>Point Pelee</td>
<td>Group 5</td>
<td>SWont 4</td>
<td>73</td>
</tr>
<tr>
<td>Hillman Marsh</td>
<td>Group 5</td>
<td>SWont 4</td>
<td>68</td>
</tr>
<tr>
<td>Talbot</td>
<td>Talbot</td>
<td>SWont 5</td>
<td>28</td>
</tr>
<tr>
<td>Location</td>
<td>Abbreviation</td>
<td>Count</td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td>Norfolk</td>
<td>Norfolk</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>Georgian Bay Islands</td>
<td>GeoBay 1</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td>Killbear</td>
<td>GeoBay 2</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>Lower Michigan</td>
<td>L. Mich</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>Illinois</td>
<td>Illinois</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Wisconsin</td>
<td>Wisc.</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Upper Michigan</td>
<td>U.Michigan</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 4

Non-spatial assignment test results for eastern foxsnakes across southwestern Ontario and northwestern Ohio.

Genetic assignment tests probabilistically assign individuals to populations based on their genotype and allow researchers to identify boundaries between populations and to move away from delineations of populations based on geographic location alone (reviewed in Manel et al. 2005). Because of their superiority at detecting fine scale population structure when genetic clusters are spatially distinct (Chen et al. 2007) we primarily used spatial clustering programs throughout this study. However, for comparative purposes we also conducted the analysis with non-spatial assignment tests and present the results below.

Methods

We ran STRUCTURE 2.3.3 (Pritchard et al. 2000) for 200,000 (100,000 burn-in) MCMC iterations 20 times from k=1 to k=10 using admixture analysis and default parameters. The ideal cluster number was chosen based on when the values for log probability of data reached a plateau. Following the choice of the number of clusters, we ran an additional 100 replicates for that number of clusters and averaged the top 10 models in CLUMPP 1.2 (Jakobsson & Rosenberg 2007) and displayed clusters using DISTRUCT 1.1 (Rosenberg 2004).

Results

The log probability of data reached a plateau at k=7 (Fig. A2.1), which was one less cluster identified through the spatial assignment tests. The top 10 runs (based on
highest log probability of data) from 100 replicates were averaged in CLUMPP 
(Jakobsson & Rosenberg 2007) and produced similar results to the spatial assignment 
tests (Fig. A2.2), but with more evidence of admixture and some of the fine scale 
structure absent.
Figure A4.1. Mean log probability of data $L(K)$ as a function of $k$ for 20 replicate STRUCTURE 2.3.3 runs (200,000 MCMC (100,000 burnin) iterations and default admixture parameters) with 585 eastern foxsnakes samples spread across southwestern Ontario and northwestern Ohio.
Figure A4.2. Bar plots representing admixture coefficients for eastern foxsnakes from a non-spatial assignment test performed in STRUCTURE 2.3.3. The top 10 runs (highest log probability of data) from 100 replicates were averaged in CLUMPP 1.2 and displayed with DISTRUCT 1.1.
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Appendix 5

Table A5.1. Prior distribution ranges used for parameters in Approximate Bayesian computation models (Illustrations of models in Fig 4.2a.) designed to estimate the demographic history of foxsnake populations.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Model</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Eastern foxsnakes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N.Now</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>N.ancest*</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>N.bot*</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.drop</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.decline</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.stable</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.bot</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Mutation*</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td><strong>Western foxsnakes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N.Now</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T.drop</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.decline</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.stable</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.bot</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

*same priors used for eastern and western populations
Table A5.2. Prior distribution ranges used for parameters in Approximate Bayesian computation models (Illustrations of models in Fig 2a.) designed to estimate the demographic history of foxsnake populations in southwestern Ontario.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Model</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.Now</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>N.SWontario</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>N.ancest</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>N.bot</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T.stable</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>T.split</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>T.split</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>T.Drop</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>T.bot</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Mutation</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
Table A5.3. Prior distribution ranges used for parameters in Approximate Bayesian computation models (Illustrations of models in Fig 2a.) designed to estimate the demographic history of foxsnake populations across their range.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Model</th>
<th>Bot.Decline</th>
<th>Colonize</th>
<th>Decline</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.nWest</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>1000</td>
</tr>
<tr>
<td>N.nWest.bot</td>
<td></td>
<td>X</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>N.sWest</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>1000</td>
</tr>
<tr>
<td>N.swest.bot</td>
<td></td>
<td>X</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>N.swOnt</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>400</td>
</tr>
<tr>
<td>N.bot.swOnt</td>
<td></td>
<td>X</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>N.swOntAll</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>2000</td>
</tr>
<tr>
<td>N.Mich</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>400</td>
</tr>
<tr>
<td>N.bot.Mich</td>
<td></td>
<td>X</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>N.Norfolk</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>400</td>
</tr>
<tr>
<td>N.bot.Norfolk</td>
<td></td>
<td>X</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>N.GeoBay</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>400</td>
</tr>
<tr>
<td>N.bot.GeoBay</td>
<td></td>
<td>X</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>N.West</td>
<td>X</td>
<td>X</td>
<td></td>
<td>10000</td>
</tr>
<tr>
<td>N.East</td>
<td>X</td>
<td>X</td>
<td></td>
<td>10000</td>
</tr>
<tr>
<td>N.Fox</td>
<td>X</td>
<td>X</td>
<td></td>
<td>20000</td>
</tr>
<tr>
<td>Species</td>
<td>X</td>
<td>X</td>
<td>Time 1</td>
<td>Time 2</td>
</tr>
<tr>
<td>------------------</td>
<td>---</td>
<td>---</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>N.bot.fox</td>
<td>X</td>
<td>X</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>N.Ancest.fox</td>
<td>X</td>
<td>X</td>
<td>20000</td>
<td>200000</td>
</tr>
<tr>
<td>T.split.swOnt</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>10</td>
</tr>
<tr>
<td>T.split.EW</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>200</td>
</tr>
<tr>
<td>T.sp.ea</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>100</td>
</tr>
<tr>
<td>T.sp.Mich</td>
<td>X</td>
<td></td>
<td>200</td>
<td>1500</td>
</tr>
<tr>
<td>T.sp.Norolf</td>
<td>X</td>
<td></td>
<td>200</td>
<td>1500</td>
</tr>
<tr>
<td>T.sp.GeoBay</td>
<td>X</td>
<td></td>
<td>200</td>
<td>1500</td>
</tr>
<tr>
<td>T.sp.we</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>200</td>
</tr>
<tr>
<td>T.shrink</td>
<td>X</td>
<td>X</td>
<td></td>
<td>1500</td>
</tr>
<tr>
<td>T.ancest</td>
<td>X</td>
<td>X</td>
<td></td>
<td>2000</td>
</tr>
<tr>
<td>Mutation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>1.0 X 10^{-4}</td>
</tr>
</tbody>
</table>