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Doiron, Brent, André Longtin, Ray W. Turner, and Leonard fer. Cortical neurons have traditionally been grouped into three
Maler. Model of gamma frequency burst discharge generated Byoad classes according to their discharge patterns in response
conditional backpropagation. Neurophysiol86: 1523-1545, 2001. 1o gepolarizing current injection: regular spiking, fast spiking,
Pyramidal cells of the electrosensory lateral line lobe (ELL) of thgnd intrinsic bursting (Connors and Gutnick 1990; Connors et

weakly electric fishApteronotus leptorhynchusave been shown to . - L
produce oscillatory burst discharge in thérequency range (20—80 al. 1982; McCormick et al. 1985). Both regular and fast spiking

Hz) in response to constant depolarizing stimuli. Previous in viti@ells respond to depolarizing current with a repetitive discharge
studies have shown that these bursts arise through a recurring sgik@ction potentials but differ in that regular spiking neurons
backpropagation from soma to apical dendrites that is conditional show significant frequency adaptation in their firing pattern
the frequency of action potential discharge (“conditional backpropeempared with the consistent discharge frequency of fast spik-
gation”). Spike bursts are characterized by a progressive decreasgi cells. However, the discharge pattern of intrinsic bursting
inter-spike in@ervals (|S|S), and an incre_a_se of dendritic_spike dUrati%urons is quite distinct in generating a phasic burst followed
and the amplitude of a somatic depolarizing afterpotential (DAP). Thg, 5 tonic discharge of action potentials. Several studies have
ggfgg dirfhéegg,'ﬁﬁg s%?lfen rgfggg :;eggﬁggypsrg\%ﬁfns%g?kg%L;tf ¢used on distinguishing morphological and electrophysiolog-
' ?&ﬁll characteristics of neurons exhibiting these three patterns of

propagation. We present a detailed multi-compartmental model of ait. . i .
ELL basilar pyramidal cell to simulate somatic and dendritic 3pik§plke output (Franceschetti et al. 1995; Jensen et al. 1994;

discharge and test the conditions necessary to produce a burst outgl@son and Larkman 1990; Nen et al. 1993; Schwindt et al.

The model ionic channels are described by modified Hodgkin-HuxIéy?97; Williams and Stuart 1999). A fourth discharge pattern
equations and distributed over both soma and dendrites under @@nsisting of rhythmic spike bursts in thefrequency range

constraint of available immunocytochemical and electrophysiologic®0—80 Hz) has now been identified in cortical as well as
data. The currents modeled are somatic and dendritic sodium aigh-cortical and medullary neurons (Brumburg et al. 2000;
potassium involved in action potential generation, somatic and pragray and McCormick 1996; Lemon and Turner 2000; Lo et al.
imal apical dendritic persistent sodium, an¢g3X3 and fast transient 1998; Paret al. 1995; Steriade et al. 1998; Turner et al. 1994).

A-like potassium channels distributed over the entire model cell. Tbléhis pattern differs from intrinsic bursting cells by exhibiting

core model produces realistic somatic and dendritic spikes, differen- - . . . :
tial spike refractory periods, and a somatic DAP. However, the Coé;contlnuous and nonadapting series of spike bursts during

model does not produce oscillatory spike bursts with constant defif'ent injection (Gray and McCormick 1996; Steriade et al.
larizing stimuli. We find that a cumulative inactivation of potassiurd998; Turner et al. 1994). . .

channels underlying dendritic spike repolarization is a necessary conGamma frequency discharge is thought to be important to
dition for the model to produce a sustaingdrequency burst pattern several aspects of signal processing and neuronal synchroni-
matching experimental results. This cumulative inactivation accourgation (Gray and McCormick 1996; Gray and Singer 1989;
for a frequency-dependent broadening of dendritic spikes and resullisman 1997; Ribary et al. 1991), yet comparatively few
in a conditional failure of backpropagation when the intraburst IS dies have examined the mechanisms underlying burst output
exceeds dendritic spike refractory period, terminating the burst. Thegeg ch a high-frequency. Gamma frequency bursting in hip-

findings implicate ion channels involved in repolarizing dendritigy, - 55 is known to involve extensive interneuronal synaptic
spikes as being central to the process of conditional backpropagation

. . L cuitry (Buzs&i and Chrobak 1995; Stanford et al. 1998;
3? ?hzsé'ﬂf_tory burst discharge in this principal sensory output neurgﬂrqaub et al. 1998). Other studies have revealed that backpropa-

gating dendritic spikes contribute to burst discharge by gener-
ating a depolarizing afterpotential (DAP) at the soma (Mainen
and Sejnowski 1996; Turner et al. 1994; Wang 1999; Williams
and Stuart 1999). The amplitude of the DAP can be augmented
The temporal discharge pattern of central neurons is by a persistent sodium currerly (s (Brumburg et al. 2000;
important element of signal processing and information tranSranceschetti et al. 1995; Wang 1999) or dendritié ‘Caur-

INTRODUCTION
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rent (Magee and Carruth 1999; Williams and Stuart 1999.ETHODS

Alternatively, the amplitude of the DAP can be influenced by the compartmental model we use in this investigation builds on the
dendritic morphology because the dendrite-to-soma curresflier one introduced in Doiron et al. (2001). Simulations are per-
flow increases with the relative dendritic to somatic surfadermed with the software package NEURON (Hines and Carnevale
area and decreases with axial resistance (Mainen and 3&P7), which uses a central difference algorithm (Crank-Nicholson) to
nowski 1996; Quadroni and Knofnel 1994). Lemon and TurnEFegratﬁ Lorl""ardhi” time. Th? ti”;e hstep for all Simé“f?‘ti‘?”s is 0.025
(2000) recently described a novel mechanism of “conditiondS: Well below the time scale of the synaptic and ionic responses
spike backpropagation” that modulates DAP amplitude aI%esent in the ELL (Berman and Maler 1999; Berman et al. 1997).
produces ay-frequency oscillatory burst discharge in pyrami- , o

dal neurons of the electrosensory system. Cell morphology and discretization

Electrosensory lateral line lobe (ELL) pyramidal cells are pyramidal cell somata are located within a pyramidal cell body
principal output cells in the medulla that respond to AM ofayer, a distinct lamina in the ELL. Basal and apical dendrites emanate
electric fields detected by peripheral electroreceptors (Bastiaom the ventral and dorsal aspects of the cell soma, respectively; the
1981; Shumway 1989). Several studies have described fg§gal dendrites receive electrosensory afferent input while the apical
properties of burst discharge in ELL pyramidal cells (Bastia‘i'?nd”tes receive feedback input (Berman and Maler 1999). There are

; . . . . two classes of pyramidal cells, basilar and nonbasilar (lacking a basal
and INguyerllklm 2001, %abblam and Metzner 1999; ?abblaé_lndrite), both of which generagefrequency oscillatory spike bursts

et a'_ 1996; Lemon and Turner 2000; Metzner et al. 199 at depend on conditional backpropagation into the apical dendrites
Rashid et al. 2001; Turner and Maler 1999; Turner et al. 199¢emon and Turner 2000; Turner et al. 1994). The present model is

1996). Signal detection analysis has shown that ELL pyramidatused on the activity associated with basilar pyramidal cells to allow
cells generate burst discharge in relation to specific sigrfafure analysis of the effect of electrosensory afferent input on burst
features, such as up or down strokes in the external elecfigcharge.

field (Gabbiani and Metzner 1999; Gabbiani et al. 1996; Figure 1 shows our two-dimensional spatial compartmentalization
Metzner et al. 1998). Further. si ni,ficant roaress h.as beo'f a basilar pyramidal neuron based on detailed spatial measurements
; )- » SI9 prog onfocal images of a Lucifer yellow-filled neuron (Berman et al.

made in identifying how conditional backpropagation genefgg7). The model contains 153 compartments with lengths ranging
ates an oscillatory pattern of spike bursts in ELL pyramid&om 0.8 to 669.2um and diameters spanning from 0.5 to 1.6
cells in vitro. Pyramidal cell spike bursts are initiated when a
Na" spike backpropagating over the initial 2a@n of apical o Voo
dendrites generates a somatic DAP (Turner et al. 1994). A| 5™ LA
frequency-dependent broadening of dendritic spikes potenti-|  dendrite By
ates the DAP until a high-frequency spike doublet is triggered »
at the soma (Lemon and Turner 2000). The short inter-spike \
interval (ISI) of the doublet falls within the dendritic refractory N \ 4
period and blocks spike backpropagation, removing the den- \ \\‘3
dritic depolarization that drives the burst. Repetition of this i N |
conditional process of backpropagation groups repetitive spike ) f’ T
discharges into bursts in thgfrequency range. A key issue ) ) :(‘)‘x;;‘es
that remains in understanding the mechanism of ELL burst % H T
discharge is the identity of factor(s) underlying the frequency- | IK‘“
dependent broadening of dendritic spikes that drives burst leak
discharge. '*%; I

Our present knowledge of spike discharge in ELL pyramidal Lo 1
cells and the simple mechanism underlying conditional back- Na,s> “Dr.s f
propagation provides an excellent opportunity to model a form v soma Tgas Ip /
of y-frequency burst discharge and test hypotheses about burst™ Iy, 4 Ip; 5 Inap ,é%a
generation. This study presents a detailed compartmental I, -
model of an ELL pyramidal cell that is based on extensive DI
electrophysiological and morphological data. We establish the - "NaP
dISt_“bUtl_on and complement O.f lon .Channels that ar(.:" necessary. 1 pasilar pyramidal cell morphology and ionic channel distribution
to fit various aspects of Naspike discharge and spike back incorporated into the compartmental model. Typical basilar pyramidal cells
propagation to physiological data. However, the resultingve somata of 10-2am in diameter; a basilar dendritic trunk of 5—L2n
model neuron fails to reproduce the change in dendritic spikediameter extending 200—-4Qim distance before branching to form a distal
repolarization and somatic afterpotentials required to indup@silar bush (Maler 1979). A thick proximal apical dendritic shaftdo um

. ST In diameter extends dorsalty200 um prior to branching in a molecular layer;

y-frequency bursting. Hence we test potential ionic meChﬁ\é apical dendrites continue to branch over a distances&0 um. The
nisms that could underlie burst discharge. Our results show tgaticular pyramidal cell used for the model was reconstructed from a Lucifer-
cumulative inactivation of a dendritic Kcurrent is necessary yellow filled cell (Berman et al. 1997). The distribution of ionic channels in the
and sufficient to generate a burst discharge that is remarkag model is indicated in 3 boxes according to their location on the soma,

. . . . - roximal apical dendrite, or all dendrites, respectively. An enlargement of the
similar to that found in ELL pyramidal cells in vitro. Some Ofproximal apical dendrite is shown on theft to detail the placement of Na

this work has been previously reported in abstract form (Daing k* channels in separate proximal dendritic compartments over the region
ron et al. 2000). for backpropagation of dendritic Naspikes.

§
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The total model cell surface area is 65,70®7, comparable to other ~ Figure 1 introduces the specific ionic currents and indicates their

pyramidal cell models (Koch et al. 1995). Longer compartments adéstribution over the cell. Table 1 gives the parameters statéttjin

further subdivided to guarantee that no isopotential segment is Jlofi—1.3for each current. In this study, “proximal dendrite” refers to

length >25 um, ensuring sufficient computational precision. Thishe initial 200um of the apical dendrite, which is in most pyramidal

results in a total spatial discretization of the full model cell into 312ells a single nonbranching shaft over this distance. A detailed anal-

isopotential regions. For simplicity, the initial segment and soma aysis of basilar dendritic electrophysiology is not available, hence few

represented as a single compartment. ionic channels are localized to the basilar dendritic region. The ionic
The proximal apical dendrite is modeled by ten connected comhannelsl() influence the potential of each compartment according to

partments (total length, 20@um) whose diameter decreases with

distance from the somatic compartment (initial diameter of 11.6 mm, c Vi, _ E' e

final diameter of Gum; see Fig. linse). The dendrite then bifurcates ™ dt xooae

to give rise to daughter branches ofuén diameter, which further *

bifurcate with an associated step decrease in diameter, extendingrgre the sum is over all the ionic curreri{spresent in a given

total distance of~800 um in an overlying molecular layer. The compartment as indicated in the distribution of Figl },, represents

proximal basilar dendrite is modeled as a single compartment of 44 externally applied current that is always constant in time and

Mm diameter and 19ﬂm in |ength The d|stal extent Of the dendriteinjected into the Somatic Compartment for thls Study_

separates into many compartments that form a bush-like pattern (sée

Fig. 1). The lengths of dendrites within the basilar bush range from 3

to 56 um with diameters as thick asgm to as thinas 0..um. Asthe RESULTS

axial resistivity R,) and membrane capacitance per unit af&g) @re L . . .

not precisely known for ELL pyramidal cell®, is set to 2500cm  For each ionic channel incorporated into the model, we first

andC,, to 0.75 uF/cn?, both realistic values for vertebrate neurongustify the chosen distribution over the cell (Fig. 1) and identify

(Mainen and Sejnowski 1998). The model cell temperature is setttwe influence of each conductance on cell membrane potential.

@)

28°C, similar to the natural habitat of the fish. Finally, the parameters are fit so that model performance
matches known experimental recordings. In the case of insuf-
Model equations ficient experimental evidence from pyramidal cells, values

were taken from experimental or computational results re-

Each ionic current|,, is modeled as a modified Hodgkln/HuxIeypOrted for other cells.

channel (Hodgkin and Huxley 1952) governed by
Ix = Omaxx" rﬁxhjx . (Vm - E(ev‘x) (11)
dm, _ M., (V) — m, (1.2) PASSIVE CURRENTIcn.  |ien TEPresents the classic leak chan
dt Tm.x nel with voltage-independent conductance and is present in all
Mo (Vo) = (1 + e nViemokn -1 1.3 compartments. The channel densif,ay jeakiS Chosen to es
o o o _ _ tablish the model input resistance as 76.0 Mnd the passive
~ h,is given by a similar description (equations omitted). Hgtg, »  membrane time constant as 26.8 ms, similar to values mea-
is the maximal channel conductance of a generic channel x, while sreq in intracellular recordings of pyramidal cells in vitro

and h, are the activation and inactivation state variables, raised (Eemon and Turner 2000). The leak reversal potertial,
powersi andj, respectivelym,. , is the steady state activation curve ) leak

and,,, the activation time constant, both governing the evolution 3? setto—70 mV (Koch et aI._1995, M_amen+et al. 1995; Rapp
the variablem, The voltage dependencemf._, is given by a sigmoid €t al. 1996). Due to the high-density of Kcurrents (see
relationship Eq. 1.3 determined by the half voltagé, , .., and slope  following text) the final resting membrane potential (RMP) of
parametek,, . The channel reversal potential s, ,. To facilitate the core model is-73.3 mV, a value within the range recorded
parameter fitting, our model follows Koch et al. (1995) in assuminigi pyramidal cells in vitro (Berman and Maler 1998a; Turner et
Tmx IS VOltage independent. al. 1994).

Channel distribution and kinetics

TABLE 1. Model parameters

Channel Omave Slent i/j Erewe MV 7, ms Vijz MV k, mv
Inas 1.8 2/1 40 0.2/0.6 —40/—45 3/~-3
5
lor 0.7 2/0 —88.5 0.39 —40 3
la 0.27 1/0 —-88.5 1 -30 4
Ike 0.015 1/0 —88.5 2000 -30 1
lkvas 6.5: soma. 3/1 —88.5 0.8/1.5 03 19/~40
1: proximal apical dendrite.
0.5: basal and distal apical dendrite.
Inap 0.0035: soma. 3 40 0.3 —58.5 6
0.001: proximal apical dendrite. 3 40 0.3 —-58.5 6
Inad 0.6 2/1 40 0.5/1 —40/—52 5/~-5
Ia 0.0012 11 —-88.5 10/100 —75/-85 4/-2
Iora 0.2 2/0 —88.5 0.9 —40 5
I cak 210°° N/A =70 N/A N/A N/A

lonic channel parameters. All parameters correspond to the notation givegsinl.1-1.3If the channel is present, and of varying density, in multiple
compartments (see Fig. 1), the density for the specific compartments is indicated in column 2. If the channel is modeled with both activationadiush inacti
associated entries will be double; the left is associated with activation parameters and the left with inactivation parameters.
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NA* AND K* CURRENTS. Previous work has established the A Experiment (HEK cell) Simulation
distribution pattern of immunolabel for both Nahannels and \

an apteronotid homologue of the Kv3.3 K¢hannel AptKv3.3, 1

over the dendritic-somatic axis of pyramidal cells (Rashid et &
2001; Turner et al. 1994). Electrophysiological studies ha\ N

further mapped the site for Naspike initiation and conduction
over the soma-dendritic axis (Lemon and Turner 2000; Turn ———
et al. 1994) and identified the kinetic propertiesAgitkv3.3
K™ channels in both native pyramidal cells and when e>g5
pressed in a heterologous expression system (Rashid et “4oms DT
2001). Although other K channels are incorporated into the 30
model, our existing knowledge of the distribution and propel
ties of Na” andAptKv3.3 K™ channels are used when possible70 mv 70 Tomv -0
to constrain our parameters and improve the representation @5 - e ——IT 0
action potential waveforms. We begin by matching the distr

bution and kinetic properties dfptkv3.3 channels to experi- B 1.0 9
mental data.

30

| aptkva.s high-voltage-activated K channel

AptKv3.3 K™ channels are distributed over ELL pyramidal cel
somata as well as apical and basal dendrites (Rashid et al. 20
A dendritic distribution ofAptKv3.3 channels is unique in that all
previous studies on Kv3 channels have shown a distribution tt
is restricted to the soma, axon, and presynaptic terminals (Pert ) V)
and Kaczmarek 1997; Sekirnjak et al. 1997; Weiser et al. 199!

Rashid et al. (2001) also showed thgtkv3.3 K" channels (  Data Simulation Data Simulation
contribute to spike repolarization in both somatic and apici

dendritic membranes. This role is particularly relevant in dendrit

regions where a reduction iAptKv3.3 current enhances the

somatic DAP and lowers burst threshold.

Figure 2 shows the fit oAptKv3.3 current in the model to
whole cell recordings ofAptkv3.3 K™ current when expressed
in human embryonic kidney (HEK) cell$\ptkv3.3 channels gL ot
produce an outwardly rectifying current that exhibits a high3g =2 et
threshold voltage for initial activation (more than20 mV;
Fig. 2, A andB). Over a 100-ms time frame, step commands

; ; i ati ; FIG. 2. AptKv3.3 K* channel kineticsA: whole cell K' currents recorded
prOduce little inactivation OAleVSB current in the whole cell in tsA 201 HEK cells transiently transfected witiptKv3.3 K™ channelsleft).

recording configuration (FIg.A@, although m,aCtlvatlon can be Shown are currents activated by step commands in 10-mV increments from an
recorded over longer time frames (Rashid et al. 2001). Asial prepotential of-90 mV. ModelAptKv3.3 currentsifght) in response to
indicated in Table 1, both activatiomgs s) and inactiva an equivalent voltage-clamp protocol as the experimental recordings in
tion (hAp1Kv3.3) curves are used to describg,ﬂ(\,gs. TheV,,, restricted to the somatic compartment for space-clamp considerations. Simu-

; i ted Aptkv3.3 whole cell currents shown here andGrhave calibration bars
for Maptvs 3 1S setto 0 mV so as to produce the high threSho'rg)rmalized to the current evoked at 30 mV. We normalize the simulation

voltage necessary for activation as shown in Fi§j. R shallow  regyits because we do not wish to quantitatively compare the simulation to the
slope of activationky, apiys 3, IS required to produce a graduaHek cell experimentsB: normalized current-voltage plots for both experi-
rise of IAlevS 3 with voltage. mental and modeAptkv3.3 currents in response to the voltage-clamp protocol

As reported for Kv3 channels in some expression SySterﬁgown inA. A high initial voltage for activation oAptKv3.3 current is evident
in that whole cell current becomes significant only for voltage steps ab@@e

Aptv3.3 current eXh_IbltS an early peak_on initial aCtlvatlorPnV. C: time expanded plots of the beginning and end\pKv3.3 whole cell
followed by a relaxation to a lower amplitude current for th@urrents in response to the voltage steps showh ifihis shows both the fast
duration of a 100-ms step command (Fig\)2The origin of activation and deactivation @fptv3.3 current. See Rashid et al. (2001) for a
this early peak and relaxation is currently unknown, but it h&gscription of experimental methods.

been proposed to reflect a transient accumulation of extra ig. 2C). BecauseAptkv3.3 channels are found with high

+ X ; . . .
lular K™ when Kv3 channels are expressed at high-density ije\aence in the soma and dendrites, they are incorporated
expression systems (Rudy et al. 1999). Since this has not bgei the ahove kinetics over the entire axis of the model cell
firmly established, we incorporate inactivation k'net'C%Fig. 1). The conductance level is adjusted accordingly to the

(V12 napiva.s Knapiwa.s Thapivs.s) that allow the model to g 1 eynerimental data (see following text).
reproduce the early transient peak of current (Fig). 2An

additional characteristic of Kv3 channels is a fast rate of both... P : :
activation and deactivation (FigQQ. The activation time con- wcuon potential discharge in ELL pyramidal cells

stant, 7, «3.3 IS chosen to produce rates of activation and We first treat somatic and dendritic spike discharge sepa-
deactivation that most closely match the experimental datitely to determine the necessary descriptions of the model

== simulation
—o— data

Steady State Current

3=

1ms 1ms

0.5 nA

AptKv3.3 activation AptKv3.3 deactivation
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— 1
2 AptKv3.3
2 Drs 30rs
E > 4 Apt Kv3.3+Dr,s
£
] ‘— A S = l_
1ms fAHP 1 ms
D E * F
1 — 1
2Apt Kv3.3
2 brd 30rd
E 4Apt Ky3.3+Dr d
g Z
o
o~
4ms
4ms

Fic. 3. Fit of somatic and dendritic spikes to experimental datin vitro recording of an electrosensory lateral line lobe (ELL)
pyramidal cell somatic action potential under conditions of complete block of all spike backpropagation by dendritic TTX
application (Lemon and Turner 2000). This serves to selectively remove the depolarizing afterpotential (DAP) from the somatic
recording, unmasking a large fast afterhyperpolarization (fAHPP&nd C: superimposed simulations comparing the effects of
various combinations of K currents on the rate of somatic spike repolarization. All simulations have KA and KB channels present
at the soma and Na,d channels have been removed to block backpropagation. All action potentials are produced via a square wave
step depolarization for,, at the soma (amplitude of 0.3 nA, 0.5 ms in duratid®).insertion ofly, ¢ at the soma results in a
substantial increase in the rate of spike repolarization with an associated decrease in spike height (trace 1 v<:taser®gs
of superimposed simulations to illustrate the effects of combihipgand| s .3 3 0N spike repolarization. The results show that
| apicva 3 @lONe affects primarily the initial falling phase of the spike but only a fraction of the total repolarization (trace 1 vs. 2).
The best fit is obtained by combining, s andl o3 5 (trace 4). Trace 3 indicates that subsequent removialgf 5 ; at the soma
has a moderate effect on spike repolarization but little effect on spike amplude.vitro recording of an ELL pyramidal cell
dendritic spike 150 um). Note the slower rate of rise, lower amplitude, and slower rate of repolarization as compared with the
somatic spike imA. EandF: superimposed simulations comparing the effects of various combination$ ofiikents on the rate
of dendritic spike repolarizatiorE: with no dendritic K~ channels (trace 1), the dendritic spike has a long duration with the
repolarizing phase interrupted by 2 small positive-going potentials reflecting the passive conduction of spikes generated at the soma
(*)- Trace 2 shows that,, 4 can account for a large extent of the repolarizing phase of dendritic sjpikassomparison of the role
for I apwva 3 @ndl g, 4 in combination on dendritic spike repolarizatidp,, s s Can account for a proportion of spike repolarization
(trace 1 vs. 2), but the best fit is obtained when bigthy and| o, 5 are present (trace 4). Removallgf,s 5 reveals a final
role in adjusting both spike amplitude and repolarization (trace 3). Experimental methods for the recordirmgsliD are as in
Lemon and Turner (2000). Calibration barsBrandE also apply toC andF, respectively.

Na® and K" channels required to produce action potentiddeen locally applied to the entire dendritic tree. This effectively
waveforms that match in vitro recordings. Next we focus dblocks all spike backpropagation and selectively removes the
the soma-dendritic interaction that gives rise to the DAP thBIAP at the soma (Lemon and Turner 2000). The somatic spike

drives burst discharge. in pyramidal cells is of large amplitude (typically reaching
20-mV peak voltage) and very narrow half-width (width at
Ina,s Ibrs @Nd lapikys 3 SOMatic spike half-maximal amplitude) of-0.45 ms (Table 2) (Berman and

. Al . ial ded in th Maler 1998a; Turner et al. 1994). In the absence of a DAP, a
Figure A illustrates an action potential recorded in the somg; afterhyperpolarization (fAHP) that follows the somatic
of pyramidal cells in an in vitro slice preparation (see als, ike is readily apparent (FigA3 A slow C&*-sensitive AHP

Table 2 for quantitative comparison of model and experimen ! .
somatic action potential features). As we are interested in fi fA HP) follows t_h_e fAHP bl.ﬂ does not cor_ltrlbute dlre_ctly to
soma-dendritic interaction that underlies burst discharge

modeling the somatic spike in the absence of backpropagat A a7 2000
spikes, the recording in Fig.A3was obtained after TTX had mon and turner )- . .
ELL pyramidal cell somatic spikes are generated by TTX-

TABLE 2. Somatic action potential; model and experiment sensitive Na channels (Mathieson and Maler 1988; Turner et
al. 1994), which are modeled here as a fast activating and

Action Potential Features Pyramidal Cell Soma Model Resufnactivating current|y,  Rashid et al. (2001) established that
Half-width, ms 0,454+ 0.159 0.585 Kv3 channels contribute to repolarizing the somatic §p|ke in
Rise time, ms 0.299 0.278 0.125 pyramidal cells. However, local blockade of somatic Kv3
Decay time, ms 0.51% 0.3892 0.800 channels using focal ejections of TEA in vitro only blocks a

Amplitude, mV 80.9+ 10.3 743 fraction of the total repolarization, indicating the additional

Comparison of model and experimental somatic spike features. All expelln—vowement of other VOItage'dePendent Kkhannels. Pyrami

mental results are taken from in vitro analysis presented in Berman and Mdi&l Cells are known to express large conductance (_B_I%)“LCa
(1998a). Values are mears SD. activated K~ channels in both somatic and dendritic mem-
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branes (E. Morales and R. W. Turner, unpublished obsen@g 4 lprg, and lypiyz 3 dendritic spike

tions), but they do not appear to contribute to spike repolar-

ization (Noonan et al. 2000; Rashid et al. 2001). A large Many central neurons are known to be capable of actively
fraction of the somatic spike repolarization is likely mediateBackpropagating Na spikes from the soma and over the
by a small conductance Kchannel €10 pS) found with high majority of the dendritic tree (Stuart et al. 1997b; Turner et al.
prevalence in patch recordings (Morales and Turner, unpub291, 1994; Williams and Stuart 1999; seéusser et al. 2000

lished observations). Although the kinetic properties of thf@r review). Patch-clamp recordings in hippocampal pyramidal
channel have not been established, whole cell currents Gells further indicate that Nachannels are distributed with a

pyramidal cell somata indicate that it will have propertieE.elatively uniform density over the entire dendritic tree (Magee

consistent with a fast activating and deactivating delayed r1d Johnston 1995); a distribution that has been used in other

tifier-like (Dr) current, referred to here ag, . We therefore modeling studies (Mainen et al. 1995; Rapp et al. 1996). We

. . A i - have previously determined that Nghannel immunolabel in
mode_l somatic spike depolarization and repolarization usin L pyramidal cells is uniformly distributed in the cell body
combination ofly, ¢ Iprs aNdlapwys 3

r%egion but exhibits a distinct punctate distribution over the

r:.NaﬁS _anld évaS greh C‘;}”f”ﬁe.‘?' lto the somaﬂg compartmenty . yima| 200um of apical dendrites (Turner et al. 1994). This
which includes both the initial segment and somatic Mefysirihytion correlated with the distance over which TTX-

brane, and represents the site for’fl\ﬂnke initiation in the cell  gapsitive spike discharge was recorded, suggesting that the
(Turner et al. 1994). The activation (botR, sandlp,d and jmmunolabel correspond to Nachannels involved in spike
inactivation (onlyly,J steady-state conductance curve hafeneration. Electrophysiological recordings further established
voltages,Vy,,, and slopesk, are similar to values used inthat Na" spikes are initiated in the somatic region but back
previous compartmental models (Koch et al. 1995; Mainen gitopagate over only-200 um of the dendritic tree that can
al. 1995; Rapp et al. 1996). Spike threshold occurg,ats> extend as far as 80@m (Maler 1979; Turner et al. 1994). In
—60 mV, a value close to that reported for pyramidal cell spikiis respect, spike backpropagation in ELL pyramidal cell
threshold in vitro (Berman and Maler 1998a). dendrites falls between the active conduction of Npikes
Previous compartmental models of mammalian neurons tygeen over the entire axis of cortical neuron dendrites and the
ically incorporate action potential half-widths of 1-2 ms (dassive decay of Naspikes seen over the proximal dendrites
Schutter and Bower 1994; Koch et al. 1995: Mainen et &f cerebellar Purkinje cells (Hsser et al. 2000; Hoffman et al.
1995; Rapp et al. 1996). Given the comparatively narroh®97; Stuart and Hesser 1994; Stuart et al. 1997a).
half-width of ELL pyramidal cell spikes (Table 2), we choose Figure D shows an ELL pyramidal cell dendritic spike
relatively shortly, sandlp, ¢ time constants of activation andrecorded~150 um from the soma. The dendritic spike half-
inactivation, 7, and 7, (Table 1), andg, . na<iS set to 1.8 width is substqntlally Iarger.than that of the somatic spike, Wlth
Slenf. To compensate the Naconductance and achievet€ total duration approaching as much as 12 ms in recordings
~200 um from the soma. Recordings in the slice preparation

proper repolarizationg., pr.sis Set to a value of 0.7 S/cm - . " :
We note that the model density of Na, s and Dr, s channels gr’ the_r indicate that even proximal dendr|t|c spikes (50)
ibit a sharp decrease in the rate of rise and rate of repolar-

. . e e e X

comparable to that used in the spike initiation zone _Of Oth% tion with respect to somatic spikes. This difference in rate of
compartment_al models (de Sc.hutter and Bower 1994.’ KOChrS olarization leads to a substantial delay in the peak latency of
al. 1995; Mainen et al. 1995; Rapp et al. 1996). FiguB 340 itic versus somatic spikes with a rapid increase in this
shows somatic action pote_ntlals W't_ha,s alone (trace 1) and jitference beyond~100 um (Turner et al. 1994). Modeling
both I, sandlp, s (trace 2) inserted in the model. The reduciis rapid change in spike characteristics in proximal dendrites
tion in spike half-width and amplitude whelp, 5 is present requires a specific set of parameters for both dendritit ared
allows the model somatic spike to better approximate expeki-~ conductances.
mental recordings (compare Fig. 8,andB). Given the immunocytochemical data (Turner et al. 1994),

In considering the role oAptKv3.3 K™ current, we find that the distribution of dendritic N& channels is confined to five
AptKv3.3 channels alone could account for only a fraction gfunctate zones of wm in length (200um? area) along the
the total somatic spike repolarization. Figuit@ 8ompares the proximal apical dendrite that are assigned a higi Naannel
somatic action potential with néy, o or |p,,3 3-Mediated density (Fig. 1). The distance between active dendritic zones
repolarization (trace 1) to one with only,, 3 3 current (trace also increases with distance from the soma. Specifically, active
2). A reduction of spike width by 3.5 during the initial 1y, 4zones 1-3 are separated by ib of passive dendrite,
falling phase of the action potentiarwith a minimal reductiowhile zones 3-5 are separated by ©® of passive dendrite.
in peak voltage matches the results of earlier modeling studiescking a cytochemical localization df,, 4 K™ channels in
that considered the role of Kv3.1'Kchannels in spike repo dendrites, we co-localized these channels to the five active
larization (Perney and Kaczmarek 1997; Wang et al. 1998). Aendritic zones. As stated in the preceding tedptKv3.3
shown in Fig. & (trace 4), spike repolarization is most closelghannels are incorporated over the entire soma-dendritic axis,
modeled wherp, ¢ andl i3 5 are both present at the somaalthough with varying levels of conductance for somatic, prox-
with Aptkv3.3 conductance set to 6.5 S/ertRashid et al. imal apical dendritic, and distal apical and basal dendritic
2001). RemovingAptkv3.3 conductance slightly reduces theeompartments.
rate of spike repolarization without significantly affecting ac- We first attempted to equate the kinetic parameters of Na, d
tion potential amplitude. Such an effect on spike repolarizati@nd Dr, d channels to those of somatic Na, s and Dr, s,
by AptKv3.3 is also consistent with pharmacological tests irespectively, but with reduced channel densities to produce a
vitro (Rashid et al. 2001). lower amplitude dendritic spike, as done in previous studies
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(Mainen et al. 1995; Traub et al. 1994). However, this led tdote that incorporation ofptkv3.3 current also reduces den-
dendritic spikes with too short of a half-width and delay timeritic spike amplitude (Fig. B; trace 4). This result is consis-
to peak incompatible with intracellular dendritic recordings. Aent with experimental data indicating a slight increase in
first attempt at correcting this discrepancy was raising thndritic spike amplitude following local ejections of 1 mM
model axial resistance, thereby reducing the passive caiplea to block dendriticAptKv3 channels (Rashid et al. 2001).
propagation of the spike along the dendrite. However, to obtain

model agreement with experimental daRy, had to be set

outside acceptable norms by a factor of 10 (Mainen and S§ema-dendritic interactions underlying the DAP

nowski 1998). This approach was problematic and hence aban- ) . . .
doned. Figure 4 illustrates the effects of combining active somatic

Recently differences in ion channel kinetics have been opod dendritic compartments on spike waveforms. Previous
served for dendritic Na and K" channels as compared withintracellular recordings have indicated substantial differences
those at the soma, indicating precedence for applying difféf-the duration and peak response of somatic versus dendritic
ential kinetic properties to somatic versus dendritic ion chafapike waveforms (Fig. 4). Both experimental recordings in
nels (Colbert et al. 1997; Hoffman et al. 1997; Jung et dfig. 4A were obtained in intact slices with full backpropagation
1997). Since a similar level of analysis is not yet available faf spikes into dendrites. Under these conditions, the somatic
ELL pyramidal cells, we explored a broad range of kinetispike is followed by a clear DAP that superimposes on the
parameters describing botl, 4 and I, 4. More successful somatic fAHP (Fig. 4). The DAP is due to the dendritic fast
modeling of experimental results is achieved by increasing teedium currentd,, 4 which boost the backpropagating action
steady-state conductance curve sldpeand time constant;, potential to elevated voltages in the dendrite, and promotes
for both the activation and inactivation ¢f, 4 and |y, 4 as return electrotonic current flow during the longer duration
compared with their somatic counterparts. Simulations usidgndritic spike (Turner et al. 1994). When the model includes
only lyaq and Iy, 4 then begin to reproduce the delay iractive spike discharge in both somatic and dendritic compart-
dendritic spike peak as well as the increase in spike half-widthgnts, it successfully reproduces a DAP at the soma that is
the longer rate of rise, and the slower rate of repolarizatiaffset by the fAHP (Fig. 8). If the g, of all I, gcurrents is
when compared with the somatic spike (Fi@)3By compar- set to zero, in effect removing the active zones from the apical
ison, modeling the dendritic spike with onlly, yandl o33 dendrite, the influence of the DAP at the soma is lost, uncov-
does not achieve a sufficient rate of spike repolarization (Figring a clear fAHP at the soma. Only a low-amplitude passive
3F, trace 1 vs. 2). By combiningp, 4 with 15,433 S€t to a reflection of the somatic spike occurs in the apical dendrites
density of 1 S/crhin the proximal apical dendrite and a lower(Fig. 4C), as recorded in vitro when TTX is focally applied to
density of 0.5 S/crhin other dendritic compartments a good fithe dendrites to block active spike backpropagation (Turner et
to experimental data is obtained (cf. Fig.BandF, trace 4). al. 1994).

A B C
DAP DAP
Fic. 4. Generation of a DAP through spike backpropaga-
tion. A: superimposed single spike discharge recorded in sepa-
B HiR rate intracellular somatic and dendritic impalement2Q0 um
Tims " s from the soma), aligned temporally at the onset of spike dis-
> __J J charge (Lemon and Turner 2000). The somatic DAP generated
E L by the backpropagating spike is enlarged within itheet. The
o scale bars shown iA also apply toB andC. B: superimposed
2ms /MHP somatic and dendritic spike simulations (measured R@®
from the soma) evoked by depolarizing somatic current injec-
experiment simulation simulation tion. The somatic DAP is enlarged within the insert for com-
active dendrites passive dendrites  parison withA. Simulations irB andC also includd, andlyg

at the soma that underlies a late slow AHP (SAHP; not shown).
C: superimposed model somatic and dendritic spike responses
to somatic current injection with ally, 4 removed from the
dendritic compartments. The somatic DAP is removed, uncov-
ering the prominent fAHP. Note that only a small passive
response is reflected into apical dendrites on the discharge of
somatic spikes in the absence lpf,  D: Plot of the peak
voltage as a function of distance from the somau(@) after
—&— active dendrites discharging a somatic spike, with and without active dendritic
—O— passive dendrites Inaa ZONES. The location of active sites in the proximal den
dritic region are indicatedbovethe abscissa. The slight devi-
ation from expected passive decay in the proximal dendritic
region is due to a reduction in the diameter of the model
proximal dendritic shaft.
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Spike backpropagation and refractory period A soma

Figure 4 plots how the fitted kinetics ofy, 4 and I, 4
affect the backpropagation of action potentials initiated at the
soma. Shown is the peak voltage of the response measured at
a select number of compartments for both active propagation
(Omaxnaa = 0.6 S/cnf) and passive electronic conduction
(Omaxnaa= 0 Slcnf) in the dendritic compartments. In the
proximal apical dendrite<200 wm), the five activd, 4sites
incorporated into the model boost the peak of the backpropa-
gating action potential over that measured during passive con-
duction. In the mid-distal dendrite<200 um), the peak volt-
age decays exponentially in both cases because no active
inward currents are believed to boost the voltage beyond this
distance (Turner et al. 1994). This decrease in spike amplitude '
near 200um also qualitatively mimics the properties of back- 2ms _|
propagating spikes as measured through laminar profile field
potential analysis (Turner et al. 1994).

To test the accuracy of fit of channel parameterslfgrg * * + * *

52 4

-
%

Inao lors @ndlp, g, Wwe measure the refractory period of both
somatic and dendritic spikes (Fig. A,andB). The simulation
protocol is equivalent to the condition-test (C-T) interval ex- .
periment used by Lemon and Turner (2000). In the model, this B dendrite
consists of first injecting a brief somatic current pulse sufficient

to induce a single somatic spike that backpropagates into the

dendrites. A second identical current pulse is then applied at a

variable time interval following the first pulse to identify

relative and absolute refractory periods. At sufficiently long

test intervals (Fig. 5A andB, 8 ms) the second pulse evokes

full somatic and dendritic spikes, both identical to the condi-

tion responses. At the soma, a reduction in the C-T interval to

~4 ms results in a select blockade of the DAP without signif-

icant effect on the somatic spike (FigAb Somatic spike

amplitude remains essentially stable for C-T intervals above L

1

2.5 ms, although C-T intervals below this slightly reduce spike

amplitude, given thalky, ;has not completely recovered from

inactivation. An absolute somatic refractory period is evident 25ms

at a C-T interval of 1.5 ms (Fig.A. The effects of a similar \

series of C-T intervals monitored 200m from the soma J

reveals a relative refractory period for dendritic spikes between

4 and 6 ms, as reflected by a gradual decline in spike ampli- * * *+ *

tude. This reduction in amplitude ends at C-T intervals be-

tween 2.0 and 3.0 ms (FigB}, with subsequent failure of the 345 8ms

small potential evoked at C-T intervals 6f1.5 ms. Fic. 5. Refractory period of model somatic and dendritic spikes. Spike
Each of these properties qualitatively match experimentéi$charge was evoked with a short-duration depolarization at the soma and a

esule n pyramidal colls of an absolute samatc ol aC o o o e s ehscoy pra e

period at~2 ms, a relative dend”t'?refracmry per'o,d betwee matic and dendritic regions of pyramidal cefsseveral superimposed C-T

5 and 7 ms and an absolute dendritic refractory period betwegmulus pairs at the soma. The C-T interval is indicated below the traces

3 and 4 ms (Lemon and Turner 2000). Furthermore a selecti@aows). The absolute refractory period of the model somatic spike occurs at

block of the somatic DAP over the same range of C-T intervalg ms. Note that the somatic DAP is also selectively blocked at a C-T interval

4 ms (slanted arrows) with no significant change in the somatic spike.

that reduce dendritic spike amplitude is also a CharaCte”Sgl{J%erimposed C-T stimuli monitored at 2t in the dendrite. The dendritic

observed in intact pyramidal cells (Turner et al. 1994). spike exhibits a relative refractory period beginning-@ ms as shown by a
decline in spike amplitude at progressively shorter C-T intervals. An absolute
- . . refractory period at 3 ms is indicated by the final presence of only a passively
|Nap_deter'm|nmg RMR, nonlinear EPSP boosting, and  reflected response associated with the somatic spike. Each of these properties
latency to first spike shifts accurately reflect the conditions found in ELL pyramidal cells in vitro.

10 mV

A TTX-sensitive and persistent Nacurrent (.0 (French membrane potential (RMP) and an increase in the latency to
et al. 1990) has been recorded at both the somatic and denddigcharge a spike at the soma (Turner et al. 1994). There is also
level of ELL pyramidal cells (Berman et al. 2001; Turner et ah prominent voltage-dependent late component to the dendritic
1994). Blocking this current with focal ejections of TTX inand somatic excitatory postsynaptic potential (EPSP) evoked
vitro results in a clear hyperpolarizing shift in cell restindgy stimulation of descending tractus stratum fibrosum (tSF)
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inputs that terminate in the proximal dendritic region (Berman
and Maler 1998c; Berman et al. 1997). Recent work indicates
that focal ejection of TTX at the soma selectively blocks this
late component of the tSF-evoked EPSP (Berman et al. 2001).
Each of these results identifies an important contribution by
Inap iN determining the resting membrane potential (RMP) of
the cell, in boosting the tSF synaptic depolarization, and in
setting the latency to spike discharge. We determine the model
NaP channel parameters through a detailed match to these
constraints.

NaP channels are modeled in both the soma and proximal
apical dendrite as suggested by experimental and modeling
studies of ELL pyramidal cells (Fig. 1) (Berman and Maler
1998c; Turner et al. 1994). In the absence of definitive knowl-
edge of the distribution of dendritic NaP channels, a uniform
distribution of NaP channels over the entire proximal apical
dendrite is chosen. Local TTX applications in vitro produce
guantitatively similar shifts in RMP at both the somatic and
dendritic level of pyramidal cells (Turner et al. 1994). We
hence choose a relative factor of 3.5 for the ratio of total
somatic/dendritic NaP channel density to account for the
greater proximal apical dendritic surface area. This produces
approximately equal nely, current from both soma and
dendrite in response to similar depolarizations.

To set the NaP channel activation parametéys,andk, we
consider its effects on the model cell RMP. To do so, we apply
a small constant depolarizing somatic current injection to the
model (,,, < 100 pA), which is insufficient to cause spiking.
After a transient period of depolarization, the model membrane
voltage settles to a steady-state value, which we label as the
“effective” RMP. The shape of the increase in RMPIgs,
increases will be determined by the specific NaP distribution.
Figure @A plots this final equilibrium somatic voltage 200
ms) as a function of,,, with NaP present in various compart
ments (see figure legend for description). For small currents
(Iapp < 50 pA), the rise in RMP is linear (Ohm’s law) because
at these potentialsv(, < —70 mV) NaP is not significantly
activated. However, for larger applied curreritg (> 60 pA)
yielding higher RMP values\{,, > —70 mV), a significant
nonlinear RMP increase occurs when NaP is present (trace 1,
Fig. 6A). This effect requires a steep subthreshold voltage
dependency of activation that forces the half activatiohngf,

Vi mnap 0 be set to—58.5 mV and the activation slope
parameter K, yop t0 be low, 6 mV. This agrees with the

FIG. 6. The effects of somatic or dendriti,> on resting membrane
potential (RMP), excitatory postsynaptic potential (EPSP) amplitude, and
spike latency A: RMP in the model cell plotted as a function of a series of
subthreshold depolarizing current injectiohs,) 200 ms after the onset of the
depolarization, at which point\4,,/dt =~ 0. Several superimposed plots are
shown labeled according to the model conditions: control (all parameters are as
given in Table 1), somatigy ., = 0, dendriticgy,» = 0, and both somatic and
dendritic gyop = O (see figure legend). Note the linear displacement of
potential with nol . present (trace 4), but a nonlinear increase in membrane
voltage with current injection whemy.e is present in both somatic and
proximal dendritic compartments (trace B}. model somatic responses to an
evoked EPSP in the proximal dendritic region (2@t from soma; alpha
function, 7 = 1.5 ms,g,ox = 16 nA) for the NaP conditions as labeledAn
Inset pyramidal cell somatic EPSPs evoked by tractus stratum fibrosum (tSF)
inputs to the proximal dendrites before and after focal somatic TTX ejection to
block I, (Berman et al. 2001)C: latency to 1st spike is plotted as a function
of suprathreshold depolarizations for the NaP conditions showh irrace 1
best approximates previous experimental latency measurements from ELL
pyramidal cells (Berman and Maler 1998a).
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experimental effects of TTX application on pyramidal cell It has been experimentally shown in thalamocortical neurons
RMP in vitro (Berman and Maler 1998c; Turner et al. 1994hatl,p activation reduces the latency to spike in response to
and with experimentally determinéd,,, (—56.92 mV) andk depolarizing current (Parri and Crunelli 1998). We hence fur-
(9.09) voltages for NaP in rat and cat thalamocortical neurotier test the fit of NaP parameters by considering the model
(Parri and Crunelli 1998). The quantitative agreement wittell's latency to discharge a spike on membrane depolarization.
experiment is achieved by adjusting,,, nop HOwever, since Figure & plots the model latency to first spike as a function of
f-1 characteristics (see Fig. 8) are compromised with a signédpplied somatic suprathreshold depolarizing current under all
icant modification ofg,,« nap the fit is balanced to produce afour NaP conditions described in Fig. 8 @ndB). All traces
realistic RMP, and propdrl relationship for the model cell. show that just above the rheobase current (minimum current

As illustrated in Fig. 8, restricting the NaP distribution to required to induce spiking) the latency to first spike is long, yet
either somatic or dendritic membranes (traces 2 and 3) reveadsthe input current is increased, the latency decays to shorter
the nonlinear effect of NaP density in determining the RM®alues. Comparing the various NaP conditions reveals that
(for 1,,,> 80 pA the difference between traces 1 and 4 is largercreasind ,p reduces the rheobase current of the cell, with a
than the sum of the differences between traces 2 and 3 with#jjl 0.71-nA shift occurring between the condition in which all
The nonlinear effect will be treated when we analyze the ro#®matic and dendritic NaP removed (trace 4) as compared with
of NaP in EPSP boosting (see following text). The near exattie condition in whicH,pis distributed over the both somatic
guantitative agreement of traces 2 and 3 in Fiyir@licate that and dendritic membranes (trace 1). As a result of the rheobase
the effect of NaP on the RMP is not site-specific between sorshift, Fig. 8C shows the latency to first spike laf,, = 0.81 nA
and proximal dendrite. This is expected since the net Nawth all NaP removed to be 62.4 ms as compared with the
currents of both somatic and dendritic membranes are set todoatrol latency of 4.3 ms at the same current.
equal (see preceding text). The parameters that model thé&igure & also indicates that the nonlinear effectsIQfe
steady-state characterization of the N®B; ,, nap @NdK, nap  already seen on the RMP and EPSP amplitude are even more
are now set; however, the dynamics of thgs current, deter dramatic on both the rheobase current and latency shift. Partial
mined by, nap remains to be addressed. removal of NaP (traces 2 and 3) only shifts the rheobase and

Inap CUrrents have been shown to boost the amplitude tife latency to first spike by slight amounts from the control
subthreshold EPSPs in cortical pyramidal cells (Andreasen atabe (trace 1) when compared with the dramatic shifts observed
Lambert 1999; Lipowsky et al. 1996; Schwindt and Crill 1995yith a block of both somatic and dendritig, (trace 4). The
Stafstrom et al. 1985; Stuart and Sakmann 1995); theregisantitative agreement between latency shifts observed when
recent evidence in ELL pyramidal cells for a similar effecgither somatic or dendritic NaP are removed shows that there
(Berman and Maler 1998c; Berman et al. 2001). To set the tirigeno spatial differences of NaP effects on rheobase current or
constant of NaP activationr,, \,» We consider the EPSPlatency as expected by the spatially balanced net ionic current.
boosting properties of the modg| - Theinsetin Fig. 6B Finally, we compare the model spike latency characteristics
shows somatic recordings of a distally evoked EPSP undeith experimental measurements from ELL pyramidal cell
control and somatic TTX conditions. The boost provided biatency to spike (Berman and Maler 1998b). In ELL pyramidal
TTX-sensitive currents begins with the fast rising phase of tleells, the transition from long to short latencies to spike does
EPSP, suggesting that NaP channels activate quickly (Big. 6ndeed occur over a small depolarizing current interval
compare thénsetcontrol trace to the TTX trace). To match thenA), as in the model control case (trace 1, Fig).6The model
data, the modet,, \,pis set to a small valuer(= 0.3 ms). This results show a power law decay (spike lateney
fast activation coincides with the treatment lf,p in other  1/V1,,—liheonask HOWever, experimental work indicates a
ionic models (Lipowsky et al. 1996; Wang 1999). Figui® 6step cfecline from long latencies20 ms) to a constant latency
shows the model somatic voltage response due to dendr{tie4 ms) for large depolarization (Berman and Maler 1998b).
EPSP activation under the same various NaP distributiofkis could not be fit with a power law as in the model results.
considered in Fig. & The EPSP boost observed with allThe model latency decay occurred with gL parameter sets
distributions shows that the subthreshold boost of the EPSPdxplored; however, the given fitted parameters (Table 1) pro-
Inap IS Ssubstantial and that indeed the boost begins with theced the best approximation to experimental latency shifts.
rising edge of the potential, thereby matching experimentahe discrepancy between the experimental and model latency
data decay is presently unexplained.

The nonlinear nature df,» boosting of EPSPs is apparent
in Fig. 6B when we compare EPSP amplitudes when NaP jis_ ; i i i
present in both the somatic and proximal apical dendrit%é latency to first spike from hyperpolarized potentials
compartments (trace 1) to NaP distributions in only in the Previous studies of ELL pyramidal cell electrophysiology
somatic (trace 2) or dendritic (trace 3) compartments. FigufBerman and Maler 1998b; Mathieson and Maler 1988) have
6B shows approximately a 3-mV boost of the model EPS$uggested the existence of a transient outward current similar
amplitude when comparing the control case to complete N&Pl, (Connor and Stevens 1971). Both studies observed an
removal (trace 1 as compared with 4). However, with onlycrease in spike latency if a depolarization was preceded by
somatic or dendritic NaP distribution (trace 2 or 3), a boost aiembrane hyperpolarization, an effect previously attributed to
<1 mV at the peak of the EPSP is observed. A linear increatbe activity of anl, current (Connor and Stevens 1971; -Mc
in the degree of EPSP enhancement would require that thermick 1991). At this time, patch-clamp recordings have not
effects of traces 2 and 3 summate algebraically to produce traoaclusively shown the possible contribution of lancurrent
1. The nonlinear boosting is a result of the steep sigmoidall the somatic or dendritic level of pyramidal cells (Turner,
voltage activation of NaP (plot not shown). unpublished observations). Our attempts to simulate the exper-
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iments performed in Mathieson and Maler (1988) now showith moderate hyperpolarization (in correspondence with the
that to reproduce the observed effects of membrane potentedults of Mathieson and Maler 1988), 4 is set to 10 ms to
on the latency to spike discharge, a low density,efike K™  have sufficiently rapid A-type K channel activation (Johnston
current must be introduced into the model cell. and Miao-Sin Wu 1997). However, the time constantl of
Because patch-clamp recordings in pyramidal cells have rioactivation, 7, o, is chosen to be 100 ms to produce an
yet isolated transiently activating and inactivating channedgpropriate latency to first spike and a subsequent transient
consistent with a traditional A-type Kcurrent, the choice of increase in spike frequency over the first 200 ms (Doiron et al.
channel distribution over the model cell must be postulated. 2001).
previous compartmental model has shown that altering theFigure 7A shows the model cell response withdytpresent
distribution ofl, channels over a cell gives only small devia(g,,x 4 = 0) to a depolarizing somatic current injection of 0.6
tions in observed, character, with the exception of cells withnA. The model cell is at a resting potential 673 mV prior to
large axial resistance{Z,OOOQcm) (Sanchez et al. 1998). Ourthe stimulus. A repetitive firing pattern results with a latency to
model neuron axial resistance (28@m) is much lower, and first spike of 6.05 ms (stimulus onset istat 0) and ISI of 9.5
hence any chosen channel distribution should not significanthys. Figure B repeats this simulation but with a 50-ms pre-
affect cell output. Considering this result, we distribdte stimulus hyperpolarization of-11 mV induced via—0.2-nA
uniformly over the whole cell (Fig. 1). current injection. Again, repetitive firing occurs, yet with a
The half voltages for the steady-state conductance curvesdtightly longer latency to first spike of 12.1 ms followed by a
I, currents are set t9y,, , o= —75 mV andV,,,,, = —85 repeating ISI of~9.5 ms. These results qualitatively match
mV and the curve slope factorskgA 4mVv andkhA —2 those obtained by Mathieson and Maler (1988) when 1 mM
mV. Other models of 5 (Huguenard and McCormick 1992;4-aminopyridine (4-AP, a knowm channel blocker) was bath
Johnston and Miao-Sin Wu 1997; Sanchez et al. 1998) $howapplied to ELL pyramidal cells in vitro. However, under con-
window currents at more depolarized levels ranging overtml conditions, a substantially longer latency to first spike was
larger voltage interval. However, in the absence of definitive observed in ELL recordings when a prestimulus hyperpolar-
characterization in ELL pyramidal cells, we choose to fit theation preceded depolarization (Mathieson and Maler 1988).
activation/inactivation parameters to ensure thadoes not Furthermore when depolarizing current is applied from a hy-
affect the model RMP yet that inactivation could be removegerpolarized level, the first ISl is long and then subsequent ISIs

A 9 a0 mS/cm’ B =0 mS/cm’

max A

FIG. 7. The effects ofl, on latency to spike dis
charge. All panels show the model response to a partic-
b ular applied current protocol as indicated below each
simulation. Each panel marks thg channel conduc
tance used in the simulation and the value of the mem-
84mv brane potential at the time of depolarizatignand B:
_ 0.6 nA { 0.8 nA core model response in the absencé,ofo equivalent
depolarizations from a resting potential €73 mV (A)
’ 2 or following a prestimulus hyperpolarization te84
C 9,...,~1.2 mS/cm D 9,..,=1.2 mS/cm mV (B). C and D: the model response to a similar
’ ’ current injection protocol whet, is inserted into the
model. At —73 mV resting potential@) I, is inacti
vated, leading to an equivalent response to that shown in
A. Note that depolarizing the cell following a prestimu-
lus hyperpolarization @) results in a substantially
longer latency to spike whdn, is present (cfB andD).
The set of calibration bars shown @ applies to all

> panels.
£
(o)
N

-0.2nA

-86 mv
0.6 nA 0.8 nA

-0.2nA
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slowly shorten (an increase in cell firing rate) in the first 20(Morales and Turner, unpublished observations). Consequently
ms of the stimulus, presumably dueltpinactivation. the g,,ax Of Ik IS adjusted to first establish the BK simulated
Figure 7,C andD, illustrates simulation protocols identicalcurrent to a level approximately triple that of somafigyys 3
to those shown i and B, respectively, yet with, channels at voltages>0 mV (results not shown). Because of its fast
distributed across the model cefyay 4 is fit to match the activation and the lack of inactivatioh, overlaps the SAHP
experimental findings of Matheison and Maler (1988) with fyjlowing a somatic spike and hence significantly affects the
final assigned value Ofina.a = 1.2 mS/cm. At a resting modelf-1 relationship. Thus in addition, the channel density,
potential of =73 mV, |, is substantially inactivated so that «a IS Set so thaf-I characteristics of the model more
depolarizing the somatic compartment via a 0.6-nA curre%%as"’dy approximate ELL pyramidal cells (see Fig. 8). THe

ing?ffttiﬁnt (esults lin .3 Iat_encf)f[ t‘ihﬁrSt spillt<e abr;d_sugseﬂugnt I2rves show a rheobase current of 0.1 nA with a saturating rise

ﬁolt incgrgf)rg?eadr ?/n;oeiﬂelcriogel (gfri?; ;;ndg;ZOY/vves“es} in spike frequency as current increases. This is equivalent to
; . AT ’ ' _measured-l curves from ELL pyramidal cells in control situ-

with a prestimulus hyperpolarization, the same net curreg.;tIons (Berman and Maler 1998b; Lemon and Turner 2000),

injection produces a latency to first spike of 78.5 ms, a ISpike frequency adaptation during long current pulses

increase of 66.3 ms as compared with spike discharge with . .
a prestimulus hyperpolarization (FigDY. In addition, in the ?k}lathesmn and Maler 1988) has been reported in some ELL

presence of, the ISI begins at 14.4 ms and reduces to 10 niyramidal cells, although it is typically not prominent. The
after 200 ms of depolarization, successfully reproducing tﬁ)@glnal version of our model mcorporated a slow, noninacti-
gradual increase in spike frequency observed in pyramidal c&fffing K™ current termed g to provide correct frequency
(not shown). Smaller depolarizatiorigf,< 0.6 nA) following adaptation under constant depolarizing current (Doiron et al.
equivalent prestimulus hyperpo|ariza’[iongpg = —0.2 nA) 2001). The kinetic parameters of this current are not modified
induce larger differences in latencies to first spike for caséom the original model, where comparisons between experi-
without | ,. Similarly, larger depolarizationd (,, > 0.6 nA) mental and model frequency adaptation are presented.
give smaller latency shifts. These results are also qualitativelyln summary, the core pyramidal cell model includes 10 ionic
similar to the ELL experimental results of Matheison andurrents, each described by separate Hodgkin/Huxley dynamics.
Maler (1988). Model AptKv3.3 currents match HEK cell experiments that iso-
Sincegnmax x represents the maximal channel conductance ate and describe properties of this current. The model cell gives
currentl, in the compartment of interest, it provides an indireghe correct shape and refractory properties for both somatic and
value for the expected channel density of the channel in thfgndritic spikes and the generation of a DAP at the soma by the
compartment. It is therefore interesting to note that comparifgckpropagating spike. The model somatic and dendritic NaP

the model currents i,z 3 10 |4 ShOWS thatGmayapivas IS channels produce the correct shifts in RMP, boosting of EPSPs,
three orders of magnitude larger thgRa, . when spike dis 5 requction in spike latencies from rest, as observed in exper-

charge properties are properly reproduced. If this is an accurgi recordings in vitro. A-type Kchannels are included so as
representation of the situation in pyramidal cells, the h|gte-

. . . 0 give correct latency to spike from hyperpolarized potentials.
density of Aptkv3.3 could have masked evidence of lgnin = . . o
patch-clamp recordings. Finally, the model shows correct passive &haharacteristics as

determined from intracellular recordings.

lkar lkg—SOmatic K currents

Somatic K" currents in ELL pyramidal cells have only 160 —
recently been subjected to voltage-clamp analysis and cannot
be fitted as stringently as currents discussed in previous sec- N 140
tions. However, without a proper treatment of somati¢, K g 120 —
both the modef-1 relationship and spike frequency adaptation e
disagree with experimental results. In this section, we intro- 2 100 -
duce two somatic K currents), andl,g, to improve model T
performance in these areas. 0 80 —
Whole cell recordings in ELL pyramidal cell somata indicate o
a prominent expression of €adependent large conductance % 60 —
(BK) K* channels (Morales and Turner, unpublished observa 5
tions). The effect of these channels is modeled by a voltage- g 40 —
dependent current,,, because of the uncertainties on the 20 —
location and magnitude of €& influx in pyramidal cells. The
dynamics is similar to that df,p, 3 3, given the fast rate of BK 0 -
activation and deactivation in ELL pyramidal cells (Morales | ‘ ' |
and Turner, unpublished observations). Specifically, a fast ac- 0.0 0.5 1.0 1.5 20

tivation time constant (smatl,, x») is chosen foil,, dynam
ics, and the current is set to be high threshold in its initial Fic. 8. Spike frequency-current-[) characteristic of the model. The fre
activation (Smalkm’KA. and depOIanze&lflvaA’ see Tabl.e 1). uency of spike discharge of the model for a given bias cuitgpgpplied to

J}Nhole cell recordings reveal that iberiotoxin-sensitive Bkhe soma is measured as the mean discharge rate over 500 ms, after a 100-ms
K™ channels contribute~75% of the somatic K current transient periodl,,, is incremented in steps of 0.02 nA.

lopp (NA)
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ELL pyramidal cell bursting Burst discharge in the model does occur but fails to qualita-
s repetitive discharge properti tivgly reprodyce several burst properties in somatic an_d den-

o . SHitic recordings of ELL pyramidal neurons. We then insert

various potential burst mechanisms into the ionic description of

injection. However, the Iack_of atransitionieb_urst discharge W)e model. It will be shown that a slow, cumulative, inactiva-
suggests that there are missing elements in the model. ion of a dendritic K~ current coupled with the longer refrac

should note that electrophysiological work to date has reportﬁ)qy period of the dendritic spike as compared to the somatic

no evidence for a low-threshold “T"-type €acurrent orl,, in ao : : ;
ELL pyramidal cells, two currents known to underlie burs%pIke Is required to reproduce ELL pyramidal cgibursting.

discharge in many cell types (Huguenard 1996; Pape 199
Rather, burst discharge in ELL pyramidal cells comes abo
through a progressive shift in the interaction between soma andReduced dynamical burst models show a characteristic abil-
dendrite during repetitive discharge (Lemon and Turner 200@) to switch between stable oscillatory discharge (burst) and
In the following sections, we alter the kinetic properties afuiescent rest voltage (inter-burst) (see Izhikevich 2000; Rin-
specific ion channels to test their ability to generate bursel 1987; Wang and Rinzel 1995; for a review of dynamical

discharge in the core model. We first introduce a well-studidalirsting models). What is required to switch between these
bursting mechanism involving slow activating"Kchannels states is a slow dynamical variable. In most previous compart-
(Chay and Keizer 1983) in the hopes of achieving burstingiental models of intrinsic bursting, this slow variable is a

_

25 ms

%andard burst mechanism: slow activating Kurrent

20 mvV

i i

Slow activation of la Slow actiation of la FiG. 9. The influence of a slowly activating™Kcurrent
t=50 ms t=10 ms (Ixn) does not reproduce burst discharge observed in ELL
pyramidal cells. All simulations have a tonic depolarizing
) current of 0.6 nA applied to the somatic compartment.
C repetitive firing of the core modeB: when the activation
time constant oflc,, <, IS Set to 50 ms, a very-low-
frequency (-6 Hz) burst pattern result€: when the acti-
vation time constant of,, is set to 10 ms, a higher
i frequency (30 Hz) burst pattern result®: an expanded
view of a single burst from the somatic spike train shown
in C. Although a higher frequency of spike bursts is gen-
erated withr,, = 10 ms, the existence of a repeating series
of spike doublets, a progressively increasing inter-doublet
interval, and a large terminating DAP all disagree with
experimentally observed ELL burstg: the dendritic re-
! ! sponse (200um) during the single somatic spike burst
iV MU shown inD. Multiple dendritic spike failures (arrows) and
the lack of a slow summating depolarization during the
spike train disagree with experimental observations of py-
ramidal cells in vitro.

100 ms

Multipte

Doublets
\ M

u v Large Terminating
DAP
10 ms v Muttiple Dendritic Spike Failure

Increasing Inter-Doublet Interval
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c&* and/or voItage-dependent*KchanneI,K(Ca) (Chay and somatic depolarization that produces the next spike in a spike
Keizer 1983; Mainen and Sejnowski 1996; Pinsky and Rinz&hin. Hence changes in ISIs must be linked to changes in the
1994; Rhodes and Gray 1994; Traub et al. 1994; Wang 19%%nount of depolarization during a spike train. In the present
to name but a few). The mechanism involves increases study, somatic depolarization is determined from two sources:
intracellular C&* due to repetitive firing. This causes a slova constant applied current,, and a dendritic component
activation ofKc,, thereby hyperpolarizing the cell. The -hy activated by spike backpropagation that generates the DAP.
perpolarization b¥K c,, first acts as a voltage shunt, increasingecausel ,,, is constant, the ISI decrease observed during a
the ISIs at the tail of a burst. WheK,, is sufficiently burst should be correlated with increases in the DAP as shown
activated, spike discharge stops completefy, and the burst tey-Lemon and Turner (2000). Four possible alternatives for
minates. At hyperpolarized levelk ., deactivates, and spik DAP increase present themselves. First, cumulative inactiva-
ing (bursting) may once again occur, given sufficient depolaien of dendritic fast Na current could broaden dendritic
ization. This gives a characteristic burst pattern, with apikes indirectly by diminishing the activation of dendritic
increasing ISI during the length of the burst. This pattern hagpolarizing currentd §, 4 andl xp, 3 3)- The broadening of the
been observed in both experiment (Gray and McCormialendritic spike could lead to DAP growth at the soma. Second,
1996) and models that us§e,, (Wang 1999). a slowly activating inward current could increase the dendritic
Burst discharge in ELL pyramidal cells is insensitive taepolarization during repetitive discharge and hence augment
the C&" channel blocker Cd™ (Rashid et al. 2001), and the somatic DAP. Third, a cumulative inactivation of a den-
henceK c,,is presumably not implicated in the burst mechdritic K™ current involved in dendritic spike repolarization
anism. Yet a slow, increasing Kcurrent that terminates thewould increase dendritic spike duration during a burst and
burst is still a potential mechanism. Rather than hypothesirerease the DAP. The fourth potential mechanism is a cumu-
a new ionic K channel, we modify the existing somatig, lative decrease in K currents underlying AHPs at the soma
to produce the desired effects. Specifically, Fig. 9 shows theat would allow the DAP to become progressively more
model somatic voltage under constant somatic current ieffective in depolarizing somatic membrane. However, this
jection after the activation time constany, « is increased mechanism has been ruled out because somatic AHPs are
from 1 ms (Fig. @) to 50 ms (Fig. 8). Bursting occurs, yet entirely stable in amplitude at the frequencies of spike dis-
with a burst frequency of-5 Hz, whereas pyramidal neu-charge encountered during burst discharge (Lemon and Turner
rons exhibit typical burst frequencies in thgange (20—80 2000). We consider each of the remaining alternatives in the
Hz) (Lemon and Turner 2000). To rectify the discrepancyollowing text.
Tm.ka IS reduced to 10 ms with the corresponding spike train
shown in Fig. €. The burst frequency now approachesjow inactivation of dendritic Na channels
experimental values, but the spike pattern within a burst ] o )
disagrees with experimental data. We elaborate on the disPatch-clamp recordings in hippocampal pyramidal cells
crepancies in the following text. have shqwn that_the ampl_lt_ude <_)f dendritic spikes are reduced
Figure 9 D and E) illustrates the somatic and dendriticSubstantially during repetitive discharge (Colbert et al. 1997;
(200 wm) responses during a single burst from the traiolding and Spruston 1998; Jung et al. 1997; Mickus et al.
shown in Fig. €. During a burst, the model somatic voltagel999). The reduction in dendritic spike amplitude saturates
shows the existence ohultiple spike doublets (2 spikes atduring long stimulus trains, giving a final steady-state potential
>200-Hz frequency), while the dendritic voltage showBeight. Jung et al. (1997) and Colbert et al. (1997) have
muitipie Spike failures (Fig 9p and E) Both somatic and identified the .Cause to be a slow Inactlva_ltlon of dendritic Na )
dendritic bursts show no growing depolarization during théhannels. This process may also contribute to a decrease in
burst as evident from the lack of both an increasing DAP gendritic spike amplitude in ELL pyramidal cells observed
the soma and spike summation in the dendrite. Dendri#!fing antidromic spike trains (Lemon and Turner 2000). As
Spike broadening is not observed during the |ength Of%ated in the prECEdlng text, a slow |na9tlvat|0n of dendrlFIC
burst, and the somatic spike train is followed by a large DANa" channels could contribute to burst discharge by reducing
that fails to elicit a spike due to a large KA conductance Hpe activation of K currents that repolarize the dendritic spike
the end of the burst. Finally, Fig.00shows anincreasing (lord @ndlapiys s in the model). o
inter-doublet interval during a burst. This result is similar to Mickus et al. (1999) presented a detailed kinetic model of
other bursting models incorporating a slow activatiné KINa’.d|naCt|Vat|0n that ConSIderS.tWO .Sep_arat.e Inactivation S.tates
current (Rhodes and Gray 1994; Wang 1999) but does n@iables: fast and slow. Slow inactivation is the state variable
match the properties of burst discharge in ELL pyramid&pat cumulatively grows from spike to spike, producing spike
cells (Lemon and Turner 2000). Therefore these discrepa#tenuation during repetitive discharge. To incorporate this
cies indicate that a slow activating’Kcurrent is inadequate concept into the model Hodgkin-Huxley framework, we pro-
to model the burst discharge that incorporates conditior@se to modify the existingy, 4 description through the addi

backpropagation in ELL pyramidal neurons. tion of a second inactivation state varialgg, 4 designed to
represent a slow inactivation according to

ELL burst mechanism Inad = Omaxad MRadWadPrad® (Vi =~ Vieunad (4)

To produce an output that more closely simulates pyramidahere my, 4 and hy, 4 are the original fast activation and
cell burst discharge, we concentrate on methods in whichirectivation state variables introducedvierHobs. My, ¢ Nya g
decreasing ISI pattern during a burst can be realized in thedpy, qare each described Bgs. 1.2and 1.3, with param
model. The duration of an ISI is determined by the amount efers specific to the channel (see Table 1rfgg 4andhy, 4
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and the following text fop,, 4parameters). To our knowledge, A
no previous studies have characterized dendritic’ I$bow
inactivation kinetics sufficiently so as to fully justify our choice
of the model parameters. We thus set¥hg ,y, qt0 —65 mV
andky, 4o 5 mV thereby ensuring that spike backpropagation
is required to significantly inactivate Na, d, similar to previous
experimental observations (Colbert et al. 1997; Jung et al.
1997). However, to properly sef n, 4 Which determines both
the time scale of onset and recovery from inactivation, further
assumptions must be made.
Colbert et al. (1997) and Jung et al. (1997) both reported that Z ’
(&)

full recovery of N& channel inactivation occurred in the order
of seconds. This time scale is to long reproduce ELL pyramidal U U
cell spike bursts because significagt, 4 recovery needs to 20ms L\/
occur within the inter-burst interval, which is 10-15 ms

(Lemon and Turner 2000). However, simply setting, 4SO —
that recovery from N& channel inactivation occurs on a 15-ms

time scale also results in significant recovery from inactivation lapp | L |
during repetitive spike discharge, removing the decrease in 0 A
spike amplitude during the burst. Recovery from slow inacti-

vation of dendritic N& channels after a stimulus train has been B

shown to be accelerated through membrane hyperpolarization

(Mickus et al. 1999). This is ideal for allowing only significant

inactivation recovery of dendritic Nain the inter-burst inter

val, which occurs in proximal apical dendrites at potentials up

to —10 mV lower than intra-burst subthreshold potentials

(Lemon and Turner 2000). We therefore extend the description

of 7, na,atO include voltage dependence as originally modeled

by Hodgkin and Huxley (1952). Rather than using shand 8

rate formalism, we simply assumed a sigmoidal relation be-

tweent, naqandVp,

Tonad Vi) = (:I.-&-e’w% 5) b U u U
wherer, ., is the maximum time constant pf, 4 while V,,, .

andk_ describe the voltage dependence in analogous fashion to -

the steady-state conductance relations giveRdpyl.3.We set 0.6 nA
Vi, 10 =60 mV, k. to —3 mV, andr,,,to 20 ms to separate lapp ____ T
the pya g inactivation into two distinct time scales; slow at 0nA
membrane potentials typical for intra-burst depolarizations andc. 10.  Slow inactivation ofy, 4is not sufficient to generate conditional

fast for the hyperpolarized potentials associated with the bubggkpropagation and burst dischargemodel dendritic voltage response (200
AHPs. wm from soma) during repetitive spike discharge-at30 Hz with slow

. - inactivation inserted intdy, 4 kinetics. Two depolarizing pulsed(,) of
Figure 1A shows the response of the model dendritic COMp-ms duration are applied,aseparated by a return to rest for 15 mas to simulate

partment (20Qum) to two 50-ms step somatic depolarizationge time frame of a typical burst and burst AHP in ELL pyramidal cells in vitro.

of 1 nA, separated by 15 ms to simulate the occurrence offize amplitude of the dendritic spike decreases during repetitive discharge with

burst AHP. Spike amplitude during both trains of backpropé‘-Sim“ar magnitude and time scale as found in ELL pyramidal cell dendrites
f. Fig. 1X). The 15-ms pause im,,, is sufficient to allow significant

gating model spikes show attenuation similar in both mag E—covery fromly, 4 Slow inactivation, as indicated by the identical dendritic

tude and time scale to th_at observed in reC_OrdingS of burstiR@ponse to both pulses. This behavior requitggl, 4to be voltage dependent,
ELL pyramidal cell proximal apical dendrites (Lemon ands described bfq. 5. B the response of the model to a sustaifgg of the

Turner 2000). The model dendritic spikes do indeed showsame magnitude as Abut without the 15-ms pause between pulses. Note that
full recovery from slow inactivation during a 15-ms paus es_teady-stat_e_dlscharge pattern is tonic, |nd|qat|ng that slow inactivation of
. . . T Na.d IS not sufficient to cause the intermittent failure of backpropagation that
_betwe_en depolarizations (Fig. AD This indicates that the Jyiracterizes burst discharge in ELL pyramidal cells.
inclusion of voltage dependence gfy, gproduces a recovery
from Na" channel inactivation that would be necessary toote that significant broadening of model dendritic spikes does
sustain bursting. Nevertheless FigBlshows that under con- not occur under these conditions, and an ISI of 8 ms is
stant somatic depolarization, only rapid dendritic spike attesustained during repetitive discharge (FigBLOFurther ad-
uation, which saturates at a fixed amplitude, and not bujestment of modell, 4 parameters does not qualitatively
discharge is observed. This pattern is identical to the attene&ange these results. These simulations indicate that a cumu-
tion and saturation of dendritic spike amplitude observed in rative inactivation of Na, d and the associated decrease in spike
CA1 pyramidal cells during antidromic repetitive stimulatioramplitude is not sufficient to produce burst discharge in the
(Colbert et al. 1997; Jung et al. 1997). It is also important wore model. Although this mechanism may contribute to the
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processes underlying dendritic spike failure in the intact cell, A
we remove slow inactivation of Na, d from subsequent simu-
lations to simplify the analysis.

Slow activation of | ,p

Recent experimental studies have suggestedlthatcon
tributes substantially to the depolarization that drives burst
discharge in several mammalian neurons (Azouz et al. 1996;
Brumburg et al. 2000; Franceschetti et al. 1995; Magee and ~
Carruth 1999). In ELL pyramidal cells, we find tha{,p
kinetics that lead to appropriate shifts in RMP and EPSP
amplitude are not able to promote burst discharge. To identify
the potential for - to contribute to burst discharge Apter
onotus pyramidal cells, a slow activating component to the 20 ms
typical fast activatingy,p is hypothesized. If such a compo
nent was added to the model description, then NaP could B
cumulatively grow during a burst, thereby broadening dendritic
spikes. This would produce a slow growth in DAP amplitude,
a reduction in spike latency to discharge, and a shortening in
ISI through a burst. We modify the existing description @fp
in both somatic and dendritic compartments by creating a
second activation variabley, in the NaP current equation

INaP = Omax,NaP" nﬁaﬂNaP’ (V - Vrev,Na) (6)

wheremy,pis the original activation variable, argfpis also JJJ w UUJJ U L)

described byEgs. 1.2and 1.3 We force themy,p and gyap U LJ Ju J

voltage dependencies to be equal by setting ,n.p and *

kq.nap 1O be identical to those afy.p (see Table 1). We set g 11, Slow accumulation dfeis insufficient to produce model burst
Tq.Nap 10 10 ms, which is of the same order of magnitude aischarge comparable to in vitro experimeAt. gy,p response to constant
burst oscillation periods observed in the ELL (Lemon an@epolarization (0.6 nA) that evokes repetitive spike discharge at a frequency of

. ; ; ~150 Hz. The conductance rapidly tracks somatic spiking through fast acti-
Turner); recall thatvaNaP is an order of magnitude smaller, ation and deactivation, controlled Ioy,.» The slow activation, mediated by

being set to 0.3 ms. With the a‘?ldition of a second Staxﬁap is the depolarizing envelope allowing cumulative growthgQf, from

variable, the overall conductance will decrease; h@pgg nap  spike to spike during repetitive dischardg.somatic voltage response during
is increased by a factor of 5 in both the soma and dendritestite same simulation describedAn Spike discharge frequency increases until
compensate. Figure MAlshows the time course of the mode[he appearance of a spike doublet (onset of spike doublets marked by *).
somatic l,p during a repetitive spike train with Fig. Bl . . :
showing the associated somatic voltage. A cumulative incred@89€ (Wang 1999). However, in ELL pyramidal cells, this
in I, during repetitive spike discharge (Fig.A)lproduces a current is unable to promote burst discharge without the addi-
slow depolarizing envelope at the soma that reduces the ISI %ﬁ’ of a slow activation rate inté\p channel kinetics. The

leads to a transition from tonic to spike doublet discharge (Fi§t!ure to produce multiple spike bursts even with the slow
11B). The doublet firing is due to NaP promoting high-fre$ ctivation time constant may be a result of the steeply nonlin-

quency spike discharge, which results in the failure of backar positive feedback incorporated into NaP (Fig. 6). Therefore

propagation of the second spike of the doublet, as describedfi "émove the slow activation of NaP introduced in this
Fig. 5 and Lemon and Turner (2000). The ability fag,.to  Section from all subsequent analyses.
promote a switch to burst discharge that incorporates condi-
tional backpropagation is encouraging. However, we find thgtimulative inactivation of dendritic K channels
this mechanism is unable to generate bursts composed of four
or more spikes, as is typically the case in pyramidal cells in Previous studies have shown that a cumulative inactivation
vitro. In fact, all reasonable modifications qf» parameters of K™ channels is essential for producing a frequency-depen
are unable to generate bursts longer than recurring spike ddent spike broadening (Aldrich et al. 1979; Ma and Koester
blets. To increase the possibility of producing realistic bur§995; Shao et al. 1999). Direct experimental evidence for the
discharge,r, nop Was made voltage dependent (not showngxistence of a cumulatively inactivating "Kchannel within
with similar dependency as that describedBuay 5.This causes ELL pyramidal cell dendrites has yet to be established. None-
fast deactivation ofyy,p during the hyperpolarization asseci theless the assumption is indirectly supported by the dendritic
ated with inter-burst periods, and slow activation @f,» spike broadening observed during bursting (Lemon and Turner
during the intra-burst depolarization. Once again, the simul2000) (Fig. 13). Instead of inserting a separatedhannel into
tions only generated doublet firing, as shown for the voltag#te model, we choose to modify the dendriti¢ kKhannel, Dr,
independentr,» case. d, so that it inactivates substantially over the length of a burst
As reported previously, these results indicate thgk is  yet remains constant during an individual action potential.
capable of contributing to burst discharge in thérequency  The core model Dr, d kinetics include only fast activation,

1 mA/cm

20 mv

[ —
fp—
—
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represented by the state varialohg, 4. To incorporate cumu
lative inactivation within the model, we introduce a second
state variabldy, 4, representing inactivation, inserted into the
current equation for Dr, d

20 mvV

IDr,d = Omax,brd" n’br,thr.d . (Vm - Vrev‘Dr‘d) (7)

where hp, 4 is described byEgs. 1.1-1.3with parameters
Thord Yiz.nord @Ndk, o, ¢ We set the inactivation to be low
threshold V15 1 prg= —65 mV), steeply nonlineak( p, 4 =
—6), and following a time course so that its inactivation is Cumulative
substantial over the length of a burst, yet negligible during an inactivation of Dr,d
individual spike ¢, 5, = 5 ms). Modification of these param v
eters will be explored later.

Figure 12 A andB) illustrates the effects of incorporating
cumulative inactivation of Dr, d into the core model according
to Eg. 7. The qualitative change from nonbursting to bursting
behavior is evident. Direct comparisons to experimental data | e
are presented in the following text. FigureQplots the state
variable hy, 4 from the same simulation as in Fig. B2The

20mv 3

slow increase of inactivatiorhg, 4 decreases) occurs over the V
length of each individual burst. At burst termination, inactiva-

tion is removed quickly Ify, 4 increases) due to the large

hyperpolarization associated with a burst AHP (bAHP), and ¢ t : t

slow inactivation begins again with the next burst. Because of
the addition of this second state varialfig, 4, which oscillates h recovery
between values of 0.3 and 0.1 during burstigg., prq IS Dr
increased from 0.2 to 0.65 S/érto compensate. This ensures f
that the currentp, 4 remains comparable between nonbursting

and bursting models.

Figure 13 compares in detail the characteristics of burst
discharge in ELL pyramidal cells to burst simulations when a
cumulative inactivation ofy, 4 is incorporated into the model.
Shown are somatic and dendritic recordings of a single spike

. . . . 20 ms
burst with the equivalent simulation results at the same SCB.l%G. 12. Cumulative inactivation of the dendritic'Kcurrentl, 4 is suffi

below. Comparing the somatic recordlng and simulation (Flgent to promote burst discharge. All simulations have a depolarizing current
13, A andB) reveals that the model successfully reproducesofio.6 nA applied to the somatic compartmeAt.the core model generates
progressive increase in the DAP, a reduction in ISI during tlely repetitive somatic spike discharge in response to depolarizaion.
burst, and a high-frequency spike doublet that is followed bycgmulative inactivation of, 4 promotes a gradual decrease in the IS, an

N ; . ot rease in DAP amplitude, and spike doublet discharge and subsequent bAHP
large-amplitude burst AHP; all characteristic and key elemeril%sociated with conditional spike backpropagatién.the dynamics of the

in the process of conditional spike backpropagation (LemQRting variablehy, , as the burst shown i evolves. The cumulative inaeti
and Turner 2000). Note that potentiation of the DAP in theition occurs aby, 4 decreases slowly during a burst. Removal of inactivation
model occurs at the same initial intra-burst I1SI as pyramidegcurs rapidly with the bAHP that follows each spike doublgf)(
cells, with a matching decrease in ISI over the course of a . i i i ) i
six-spike burst. The final burst frequency in both experimeﬁpnmental recordmgs.ls the lack of dendrlt!c gplke attenuation
and simulation is 25 Hz (not shown), within the expected randjg the model output (Fig. I3). Although the ionic mechanism
of oscillatory burst frequency near burst threshold (Lemon atéderlying this process in pyramidal cells is unknown, it may
Turner 2000). At the dendritic level (Fig. 18 and D), the involve a slow inactivation of dendritic Nachannels as med
model now reproduces a progressive frequency-dependelsd in Fig. 10. However, the results of Fig. 13 clearly indicate
spike broadening that underlies a temporal summation of dehat it is not essential to reproducing the major features of burst
dritic spikes (Fig. 13C andD, inset3. This temporal summa- discharge. Hence, for simplicity, it is not incorporated into the
tion leads to the further development of a depolarizing enverodel at this time.
lope that contributes to potentiation of the DAP at the soma. It should be noted that the voltage and time dependencies of
The dendritic simulation also correctly replicates the condip, 4 inactivation,hy, 4, are chosen so as to best reproduce the
tional failure of spike backpropagation when a spike doubletéxperimental data. In fact, several characteristics of burst out-
generated at the soma as indicated by a passively reflegwedi depend strongly on the kinetic propertied gf, inactiva
partial spike response at the end of the simulated burst (Fign. Specifically, reduction ofy, 4 2 ms removes all burst
13D). Finally, the hyperpolarization produced by the bAHP isutput from the simulations, indicating thhg, 4 inactivation
sufficient to promote recovery frorhy, 4 inactivation (Fig. must be cumulative to achieve burst discharge. Settipgto
12C), essentially resetting the duration of dendritic spikes taalues above 2 ms does not prevent bursting but rather modi-
allow the cell to repeat this process and generate the next buliss burst frequency, with,, 4 >10 ms producing oscillatory
One discrepancy between the dendritic simulation and éxdrst discharge outside thefrequency range<20 Hz). Re-

A

o

inactivation
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Fic. 13. A comparison between simulated
burst discharge and experimentally recorded
bursts in ELL pyramidal cellsA and B: so-

Data <D— I matic and dendritic burst trains recorded from
endritic spike g | idal cells [see Lemon and Turner
failure pyrami . L X
(2000) for experimental protocol]. In pyrami-
v r—0:sms| dal cell somatic recordinggy, a potentiation
V of the DAP and a burst AHP (bAHP) at the
v ) end of a burst are prominent (arrows). Den-
El_ dritic recordings B) are associated with a
2 frequency-dependent broadening of the den-
w DAP grow th 2ms dritic spike and final failure (arrow) on gen-
bA H;’ 1oms eration of a spike doublet at the sonireset a
10ms magnified and superimposed view of the base
of spikes marked by the plus and the asterisk
C D in the dendritic recording to reveal a differ-
ence of 0.26 msX) in dendritic spike dura-
tions. C and D: model somatic and dendritic
burst response with,,, = 0.6 nA. The model
: : somatic train €) indicates the same pattern of
Simulation DAP potentiation at the soma, dendritic spike
A=02ms summation and broadening, spike doublet and
bAHP as found in ELL pyramidal cell record-
ings (A). The model duration of the indicated
> dendritic spikes (as iB) are again shown in
— expanded form in thanset.
*
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£
=4
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alistic modifications ok;,,p, 4 do not qualitatively change burstdritic K™ channel. Figure 18 shows the conductance of Dr, d
output in the model. However, increases or decreases tigfcking each spike in the burst as it activates and deactivates
V112 h.or.gOuUtside the voltage range attained by dendritic spikegiickly (the activation time constant, 5, 4 = 0.9 ms). A
(below —80 or above—20 mV) blocks burst discharge. Thiscumulative inactivation is clear from the attenuationggf 4
again emphasizes the importance of the properties of bathat occurs during the burst. This attenuation leads to dendritic
propagating dendritic spikes in activating and inactivatigg, spike broadening and a temporal summation of dendritic spikes
channels to bring about burst discharge. that produces a slow depolarizing envelope (Fig. 13). The
combination of an increase in dendritic spike duration and a
slow depolarizing envelope allows the DAP at the soma to
increase from spike to spike during the burst. The increase in
We investigated the role of several potential ionic mech#hie DAP further depolarizes the soma to reduce the ISI as the
nisms to simulate ELL pyramidal cej-frequency burst dis- burst evolves. Thus cumulative inactivation of a dendritic K
charge. We could not match experimental results ffére- channels is sufficient in itself to account for each of the key
guency burst output by introducing a slow activation gbroperties of spike discharge that characterize burst generation
somatic K" conductance, a slow inactivation of Na, d chanin pyramidal cells (Lemon and Turner 2000). Another factor
nels, or a slow activation of NaP, indicating that these condhat merits further consideration in future electrophysiological
tions are not by themselves sufficient components of the busstidies is the kinetic properties Rf,that might contribute to
mechanism. In contrast, introducing a cumulative inactivatidghe dendritic depolarization observed during repetitive dis-
of dendritic K™ current was very successful in producing &harge.
realistic burst output, suggesting that this mechanism is anThe termination of the burst is quite separate from the
essential factor in pyramidal cejl bursting. We now dissect mechanism drlvmg spike discharge. FigureClglots gy, 4 the
the complete burst mechanism into the main ionic currents thgindritic Na~ conductance 20@m from the soma durlng the
underlie its evolution and termination. length of the burst. Recall that the conductance is given by
We first elicit a single burst by somatic depolarizationgya g = Omax na,d@NdMya dina,¢ HEr€ONa o decreases slightly
shown in Fig. 14 complete with spike doublet and bAHP; allwith each spike in the burst but exhibits a pronounced decrease
subsequent analysis will pertain to this burst. FigurB fpfbts on the generation of a spike doublet at the end of the spike train
the time series of the channel conductaggg, from the apical (Fig. 14C). This corresponds to a failure of spike backpropa-
dendritic compartment 20@m from the soma (last active gation when the high frequency of the spike doublet exceeds
zone) over the duration of the burst. Recall thgy , = the dendritic refractory period as reflected by the significant
Omax.or.d” Mor.dNor.a Wheremg, 4 andhp, 4 are the respective drop ingy, 40N the final spike. In contrast, doublet frequencies
activation and cumulative inactivation parameters of the deof firing can easily be sustained by the somatic conductance

Dissection of the burst mechanism
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Fic. 14. Analysis of the burst mechanism in pyramidal ceisthe potential at the soma during a burst simulation, including
termination by a spike doublet and bAHP. This burst is used in the analysis of the other panels. The time calibration shown also
applies toB andC. B: a plot ofgp, 4 as the burst shown iA evolves indicates a cumulative inactivation that steadily reduces peak
conductance during repetitive dischar@e.a plot of gy, 4 as the burst shown iA evolves. The conductance peak shows a slight
decrease until the spike doublet at the end of the burst, at which point the ISl is inside the refractory pkriqdaotl hence the
channel cannot respond. Dendritic backpropagation then fails, preventing the current flow that produces a DAP atEhekmima.
of the peak conductance gf, 4 (B) andgy, 4 (C) as a function of spike number for the burst showrirThe slow drop ingp, 4
due to cumulative inactivation is shown as well as the complete failugg of at the occurrence of the spike doublet when spike
frequency exceeds the dendritic refractory perid.a schematic diagram of the soma-dendritic interactions that underlies
conditional backpropagation in the simulation. The burst begins with initiation of a spike at the soma which backpropagates over
~200 um of the apical dendrite through the activationl gf 4 (upward arrow). The long duration of the dendritic spike compared
with somatic spike results in return current flow to generate a DAP at the soma (downward arrow). The DAP depolarizes the soma,
thereby contributing to the next spike. Cumulative inactivatiompf; during repetitive discharge increases dendritic spike width
and thus the depolarization that determines DAP amplitude and duration (shown by an increasing width of the downward arrows).
The increase in the somatic DAP reduces subsequent ISIs in the burst until triggering a final spike doublet. At spike doublet
frequencies dendritic membrane is refractory and backpropagation fails, removing the DAP at the soma (small arrow blocked by
an X). The sudden loss of dendritic depolarization uncovers a large somatic bAHP, which hyperpolarizes the soma and terminates

the burst.
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Ona,s (Ot shown), allowing two full somatic spikes to becompartmental model for creating and testing hypotheses con-
generated (Fig. 14). When the dendritic spike fails to activate cerning burst mechanisms and their regulation by feedforward
the DAP is selectively removed at the somatic level, uncoveand feedback synaptic input.

ing a large bAHP that signifies the end of a spike burst (Fig.

14A). To test the significance of the dendritic refractory periog| | purst mechanism

for burst generation, we performed additional simulations

wherel, 4 was replaced by, s thereby establishing equiv  Our results suggest the following necessary and sufficient
alent dendritic and somatic refractory periods. Spike bursts donditions for ELL pyramidal cell bursting. First, there must be
not occur in these simulations with only repetitive dischargedendritic Nd current to support spike backpropagation into
observed for all levels of depolarizing somatic current inje¢he proximal apical dendrites, yielding a DAP at the soma.
tion. Hence the longer refractory period of the dendrite &econd, there must be a (proposed) cumulative inactivation of
compared with the soma is necessary for burst terminationa&* conductance involved in dendritic spike repolarization.
proposed by Lemon and Turner (2000). This inactivation effectively results in a dendritic spike broad-

The ionic basis of the bAHP has not been fully determinedning during repetitive discharge that is known to potentiate
but the initial early phase of this response is insensitive to bdilAP amplitude at the soma. Finally there must be a longer
TEA and Cd*, eliminating many candidate Kcurrents in spike refractory period in the dendrites compared with the
pyramidal cells that could actively contribute to the bAHBoma, causing backpropagation to be conditional on the so-
(Noonan et al. 2000). However, we should note that the largeatic spike discharge frequency, which terminates a burst at
hyperpolarization of the model bAHP is also due to slighgufficiently high discharge rates.
summation of the somatig, (T7«a = 1 ms) that occurs only
at doublet frequencigas ('data not shpwn). Although this effe,&btKv&B as a possible candidate for Dr, d
enhances burst termination, eliminatiorl @f does not prevent
bursting in the model. In the present study, we assigned kinetic properties to the Dr,

Figure 14 presents the cumulative inactivationgy, yand d channel that allow it to be activated by dendritic spikes and
the sudden failure adj, 4as a function of spike number of theto exhibit cumulative inactivation during repetitive spike dis-
burst presented in Fig. B4 This superimposes the results otharge by virtue of a relatively low,, for inactivation. It is
Fig. 14,B andC, and considers the evolution and terminatiormportant to note that the Dr, d channel is a hypothetical
of the burst as events driven by action potentials. Figute 14¢hannel subtype inserted in the model to allow for proper
schematically summarizes the burst mechanism by considergigiulation of the dendritic spike response. The question re-
the end effect of,, 4 andly, 4in shaping the soma-dendriticmains as to which, if any, dendritic channel in intact ELL
interaction. Their action results in a cumulative DAP growthyramidal cells matches the description of Dr, d. One potential
and eventually a sharp DAP failure that is the manifestation ofirrent is Aptkv3.3, which is located with high prevalence
the burst mechanism presented in Fig. B4D, at the level of over the entire axis of pyramidal cells (Rashid et al. 2001).
membrane voltage. Indeed, pharmacological blockade of dendritiptkv3 chan-

The currentsl, and Iz were included for all bursting nels has been shown to decrease dendritic spike repolarization
simulations. However, the presence of these channels is aotl lower the threshold for burst discharge (Rashid et al.
required for model bursting (data not shown). This is cle®001). The possibility therefore exists that dendrijatKv3.3
becausd, requires hyperpolarization to remove inactivatioik * channels may serve a similar capacity as the Dr, d channels
and therefore was inactivated at the depolarized membraneahe current model.
potentials required for bursting.s has a time course in the We modeledl 5,3 3 according to the kinetic properties
order seconds and can be approximated as static on the shivérent to whole cell currents whelptKv3.3 channels are
time scale of bursting. transiently expressed in HEK cells (Rashid et al. 2001). These
currents share several properties with Dr, d channels, including
fast activation and deactivation kinetics. The major difference
is the Vi, of activation: Vi, pg = —40 mV and
Importance of a realistic model of ELL pyramidal cells ~ Vizmapva.s = 0 mV. We found that burst discharge can still

be produced in the model ¥, ., 5, 4iS raised no higher than

Recently the ELL has been the focus of numerous investi-20 mV with corresponding adjustments to channel density to
gations into the role of bursting in sensory information prasffset the smaller degree of current activation. However, with
cessing (Gabbiani and Metzner 1999; Gabbiani et al. 1998, ., o;.q> —20 mV, the model could not produce bursting
Metzner et al. 1998). Feedforward information transfer is cuwith realistic values 08),a pr.q Similarly, AptKv3.3 as mod
rently under study in the ELL through modeling of P-afferergled in the cell could not produce bursting witvg, of 0 mV,
dynamics and coding (Chacron et al. 2000; Kreiman et aven if a cumulative inactivation similar to Dr, d was intro-
2000; Nelson et al. 1997; Ratnam and Nelson 2000; Wessetated (results not shown). We have recently begun to charac-
al. 1996). Studies of synaptic feedback to the ELL involve botkrize an additional slow inactivation process AptKv3.3
experimental and computational work (Berman and Malehannels that has not been incorporated into the present model.
1998a-c; 1999; Berman et al. 1997; Doiron et al. 2001; Nels&ecent work further indicates that thg,, for AptKv3.3 slow
1994). In fact recent experimental work has suggested thaactivation can exhibit a leftward (negative) shift in the out-
feedback activity modulates bursting behavior in ELL pyramside-out as compared with whole cell recording configuration
dal cells (Bastian and Nguyenkim 2001). The subtle nature @florales and Turner, unpublished observations). This suggests
these issues points to the usefulness of a detailed and realigtat AptKv3.3 kinetics are subject to second-messenger regu-

DISCUSSION
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lation as previously shown for other Kv3 channel subtyperodel, as used in Wang (1999) or in other detailed IB neuron
(Atzori et al. 2000; Covarrubias et al. 1994; Moreno et atompartmental models (Mainen and Sejnowski 1996; Pinsky
1995; Velasco et al. 1998). The potential therefore exists fomad Rinzel 1994; Rhodes and Gray 1994; Traub et al. 1994).
selective modulation of dendritiéptkv3.3 kinetics that would Brumberg et al. (2000) hypothesize that the mechanism under-
allow this channel to exhibit a cumulative inactivation duringying y-burst discharge in mammalian visual cortex could be
repetitive spike discharge. Further experimental work will bgither a slow increase of a Naurrent or a slow decrease of
needed to determine the exact voltage-dependence and regallg- current. Our modeling of ELL pyramidal cells reveals
tion of somatic versus dendritiptv3.3 channels to test this that cumulative inactivation of a dendritic'kcurrent can play

hypothesis. a key role in generating burst discharge, a result that may have
wide applicability to cells discharging in thg-frequency
Relation to in vivo bursting range.

The NEURON codes for our ELL pyramidal cell model are
gely available at http://www.science.uottawa.ca/phy/grad/
iron/

A recent quantitative analysis of burst discharge in ELlL_
pyramidal cells has shown that the ISIs during spontaneor
bursts recorded in vivo remain relatively constant, and ofté&t?!"
lack a terminating spike doublet; results that differ from the
burst mechanism routinely recorded in vitro (Bastian andThe authors thank N. Berman, E. Morales, N. Lemon, and L. Noonan for the
Nguyenkim 2001). At present the discrepancy between thenerous use of data. Many useful discussions with M. Chacron, C. Laing, and
bursts that are driven by current-evoked depolarizations 31n'-e""'s.""ere greatly appreciated during the writing of the manuscript. R. W.

. . . S urner is an Alberta Heritage Foundation for Medical Research Senior
vitro and baseline discharge recorded in vivo is not clear. Thefg, 4.

are many differences between the state of pyramidal cells irrhis research was supported by operating grants from National Science and
Vivo versus in vitro: the resting membrane potential of pyrdengineering Research Council (B. Doiron and A. Longtin) and Canadian
midal cells in vivo is closer to spike threshold (J. Bastiadfstitute for Health Research (L. Maler and R. W. Turner).

personal communication), the input resistance of pyramidal

cells is likely to be far lower in vivo because of syn_apticlguz,:ERE,\ICES

bombardment (Bernander et al. 1991; Petral. 1998; Bastian, ,

personal communication), stimulation in vitro is via constar?tfmcg R, GETING B, AND THOMSONS. MeCh"?‘k’L'smh of fje‘ﬂ“e’c‘f%’“i_epe”ldem
current injection, whereas in vivo the primary stimulus is a g Ganod O melluscan neuron soma spikkehysio (Lond)291: 531~
stochastic synaptic input to dendrites, and in vivo studi@SipreasenM anp LaveerT JIDC. Somatic amplification of distally generated
contain network effects which in vitro studies necessarily lack.subthreshold EPSPs in rat hippocampal pyramidal neuddpkysiol (Lond)

Further exploration with the model ionic channel parameters19: &5110051$99. p G A O A Ruoy B eBAn G
: : : : TZORI M, LAU D, TANSEY , GHow A, OzAaITA A, Ruby B, AND McBAIN .
to mOdlfy these features, as well mtroducmg simulated Syr]"@HZ histamine receptor-phosphorylation of Kv3.2 modulates interneuron fast

tic input, may bridge the gap between in vivo and in Vitro gpiking. Nat Neurosc3: 791798, 2000.
results. However, more detailed experimental analysis is mouz R, EnsenM, aND YAAR! Y. lonic basis of spike after-depolarization

quired before any modeling attempt is to be made along thesend burst generation in adult rat hippocampal CAl pyramidal cells.
lines. J Physiol (Londy92: 2111223, 1996.

BasTian J. Electrolocation. I. How the electroreceptorsAgteronotus albi-
frons code for moving objects and other electrical stimaliComp Physiol

Application of ELL burst model to mammalian [A] 144: 465-479, 1981. » ation of ke firing
chattering cells BasTIAN J AND NGUYENKIM J. Dendritic modulation of burst-like firing in

sensory neuronsl NeurophysioB5: 10-22, 2001.

. . . . ERMAN N, DuNN RJ, AND MALER L. Function of NMDA receptors and
SUStalnedy'frequenCy burstlng, or Chattermg behavior, ha persistent sodium channels in a feedback pathway of the electrosensory

been observed in mammal_ian cortical neurons (Brumburg et akystem.J NeurophysioB6: 1612-1621, 2001.
2000; Gray and McCormick 1996; Llisaet al. 1991) and Bervan NJ AnD MALER L. Inhibition evoked from primary afferents in the
corticothalamic neurons (Steriade et al. 1998). Wang (1999}lectrosensory lateral line lobe of the weakly electric.fisiNeurophysiol

« P PR _ 0: 3173-3196, 1998a.
produced a “chattering” behavior in a two-compartment neur ERMAN NJ AND MALER L. Interaction of GABA;-mediated direct feedback

mo_del that Incorporates a similar "p'”g'PP”g" reuprocal mte.r' inhibition with voltage-gated currents of pyramidal cells in the electrosen-
action between the cell soma and dendrites we have describe@y lateral line lobeJ NeurophysioB0: 3197—3213, 1998b.
in ELL pyramidal cells. The evolution and termination of théerman NJanp MaLer L. Distal vs proximal inhibitiory shaping of feedback
- [ . MAN NJAND MALER L. Neural architecture of the electrosensory lateral line

K(Ca)' This p_rOduceS a c_:harac_terlstlc mcr.ease of intra-burst I‘qﬁgzbe: adaptations for coincidence detection, a sensory searchlight and fre-
and a prominent DAP in the 'mer"burSt 'mefval (Wang 1999). quency-dependent adaptive filterinExp Biol 202: 1243-1253, 1999.
We have shown (Fig. 9) that this mechanism is not able Barman NJ, RANT J, TURNER RW, AND MALER L. Excitatory amino acid
produce realistic ELL pyramidal cell bursts because it fails toreceptors at a feedback pathway in the electrosensory system: implications
reproduce a decrease in intra-burst ISls, the slow somatjé®" the searchlight hypothesi§ Neurophysiolr8: 18691881, 1997.
d larizati hat i he DAP d the lack of a D RNANDER O, DoucLAs RJ, MarTIN KA, AND KocH C. Synaptic background

epolarization that increases the DAP, and the lack of a DAF, ity influences spatiotemporal integration in single pyramidal cefisc
at burst termination as observed with pyramidal cells in vitro Natl Acad Sci US/88: 11569-11573, 1991.
(Lemon and Turner 2000), Our proposed mechanism succe$smserc JC, Nowak LG, anD McCormick DA. lonic mechanisms under-
fully reproduces all the preceding criteria. Brumburg et al. 'X)‘;‘g erﬁg“%’scgigh;fégg“eghbgg%gi””g in supragranular cortical neu-

. . . . u i20: - , .

(2000) report_the cumulative redu.Ctlon of Splke fAHPS as zsAklI G AND CHRoOBAK J. Temporal structure in spatially organized neuronal
burst evolves in supragranular cortical neurons. This result als@nsembles: a role for interneuronal networl@urr Opin Neurobiol 5:

cannot be reproduced by cumulative activatiorkef,, in our 504-510, 1995.

J Neurophysiol VOL 86 « OCTOBER 2001 WWW.jN.0rg



1544 B. DOIRON, A. LONGTIN, R. W. TURNER, AND L. MALER

CaLLawAay JC anD Ross WN. Frequency-dependent propagation of sodiundJoHNsoN D AnD Miao-SIN Wu S. Foundations of Cellular Neurophysiology.
action potentials in dendrites of hippocampal CA1 pyramidal neurons Cambridge, MA: MIT Press, 1997.
J Neurophysiol74: 1395-1403, 1995. JuNG H-Y, Mickus T, AND SPrusTONN. Prolonged sodium channel inactiva-
CHACRON MJ, LONGTIN A, ST-HILARE M, AND MALER L. Supratheshold  tion contributes to dendritic action potential attenuation in hippocampal
stochastic firing dynamics with memory in P-type electrorecepRirgs Rev pyramidal neurons] Neuroscil7: 663—-6646, 1997.

Lett 85: 1576-1579, 2000. KocH C, BERNANDER O, AND DoucLAs R. Do neurons have a voltage or a
CHAY TR anD KEIZER J. Minimal model for membrane oscillations in the current threshold for action potential initiatiodZomp Neuros: 63—-82,
pancreatig3-cell. Biophys J42: 181-190, 1983. 1995.

CoLBERT C, MAGEE JC, HorFFmAN DA, AND JoHNSTOND. Slow recovery from KReiMAN G, KRAHE R, METZNERW, KocH C, AND GABBIANI F. Robustness and
inactivation of Nd channels underlies the activity-dependent attenuation of variability of neuronal coding by amplitude-sensitive afferents in the weakly
dendritic action potentials in hippocampal CA1 pyramidal neurdriseu- electric fishEigenmannia. J Neurophysi84: 189-204, 2000.
rosci 17: 6512—-6521, 1997. Lemon N anD TURNERRW. Conditional spike backpropagation generates burst

ConnoRr JA aND STevens CF. Voltage clamp studies of a transient outward discharge in a sensory neurahNeurophysioB4: 1519-1530, 2000.
current in gastropod neural somafaPhysiol (Lond)213: 21-30, 1971. Lipowsky R, GLLESSENT, AND ALzHEIMER C. Dendritic Na channels amplify

ConNOoRSBW anD GuTNick MJ. Intrinsic firing patterns of diverse neocortical EPSPs in hippocampal CA1 pyramidal celldNeurophysior6: 2181-2191,

neurons.Trends Neurosci3: 99-104, 1990. 1996.
ConnorsBW, GuTnick MJ, anp PrRINCE DA. Electrophysiological properties Lisman JE. Bursts as a unit of neural information: making unreliable synapses
of neocortical neurons in vitral Neurophysio#8: 1302-1320, 1982. reliable. Trends Neurosc20: 28—43, 1997.

CovARrRUBIAS M, WEI A, SALKOFF L, AND Vvas TB. Elimination of rapid LLINAS RR, GRACEAA, AND YAROM Y. In vitro neurons in mammalian cortical
potassium channel inactivation by phosphorylation of the inactivation gate.layer 4 exhibit intrinsic oscillatory activity in the 10- to 50-Hz frequency
Neuron13: 1403-1412, 1994. range.Proc Natl Acad Sci USA&8: 897-901, 1991.

CriTz SD, WiBLE BA, LorPez HS, AND BROwN AM. Stable expression and Lo F-S, G®rk J,AND Mize RR. Physiological properties of neurons in the optic
regulation of a rat brain K channel.J Neurochen60: 1175-1178, 1993. layer of the rat’s superior colliculug NeurophysioB0: 331-343, 1998.

DE SCHUTTER E AND Bower JM. An active membrane model of the cerebellaMa M anp KoesTeERJ. Consequences and mechanisms of spike broadening of
purkinje cell. I. Simulation of current clamps in slicé Neurophysiol71: R20 cells inAplysia Californica. J Neuroscl5: 6720—-6734, 1995.

375-400, 1994. Macee JC anD CARRUTH M. Dendritic voltage-gated ion channel regulate the

Dolron B, LONGTIN A, BERMAN NJ, AND MALER L. Subtractive and divisive  action potential firing mode of hippocampal CA1 pyramidal neurdméeu-
inhibition: effect of voltage-dependent inhibitory conductances and noise.rophysiol82: 1895-1901, 1999.

Neural Compl3: 227-248, 2001. Macee JCAND JoHNsTOND. Characterization of single voltage-gated'Nand
DoiroN B, TURNER RW, LONGTIN A, MORALES E, AND MALER L. Novel C&* channels in apical dendrites of rat CA1 pyramidal neurdrhysiol

bursting model of electrosensory lateral line lobe pyramidal cells (Abstract). (Lond) 487: 67-90, 1995.

XXX Proc Soc Neuros@6: 896, 2000. MAINEN ZF, JERGESJ, HUGUENARD JR,AND SENowskiTJ. A model of spike
FANCESCHETTIS, GUATEO E, PANZICA F, SANCINI G, WANKE E, AND AVANZINI initiation in neocortical pyramidal cell$leuron15: 1427—1439, 1995.

A. lonic mechanism underlying burst firing in pyramidal neurons: intracely,nen ZF anp Seanowsk! TJ. Influence of dendritic structure on firing
lular study in rat sensorimotor corteRrain Res696: 127-139, 1995. pattern in model neocortical neuronsature 382; 363365, 1996.

FREzfsl?stC:eﬁf z\;jufm %Juil:::]-tl— EThﬁg':r?mgﬁgﬁ EIW .o’cAar\:\OI;?gr?é?ﬁdpﬁ;iim MAINEN ZF AND Seanowski TJ. Modeling active dendritic processes in pyra-
P pp P midal neurons. InMethods in Neuronal Modeling2nd ed.), edited by

Physiol 95: 11391157, 1990, Segev | and Koch C. Cambridge MA: MIT Press, 1998, p. 313-360.

GaBBiaNI F AND METZNERW. Encoding and processing of sensory informatior}vI ) 3 . AN o
in neuronal spikes traing. Exp Biol 202 12671279, 1999. ALER L._The posterior lateral line lobe of certain gymnotoid fish: quantitative
light microscopy.J Comp Neuroll83: 323-363, 1979.

GaBBIaNI F, METZNERW, WESSELR, AND KocH C. From stimulus encoding to -
feature extraction in weakly electric fisNature 384: 564—567, 1996. MasoN A aND LARKMAN A. Correlations between morphology and electro-
GoLbiNG NL AND SPrusTonN. Dendritic sodium spikes are variable triggers Physiology of pyramidal neurons in slices of rat visual cortex. II. Electro-
of axonal action potentials in hippocampal CA1 pyramidal neurhiesiron physiology.J Neuroscil0: 1415-1428, 1990.
21: 1189-1200, 1998. MATHIESON WB AND MALER L. Morphological and electrophysiological prop-
GRrAY CM AaND McCormick DA. Chattering cells: superficial pyramidal neu- erties of a novel in vitro preparation: the electrosensory lateral line lobe
rons contributing to the generation of synchronous oscillations in the visualslice.J Comp Physioll63: 489-506, 1988.
cortex. Science274: 109-113, 1996. McCormick DA. Functional properties of a slowly inactivating potassium
GRrAY C AND SINGER W. Stimulus-specific neuronal oscillations in orientation current in guinea pig dorsal lateral geniculate relay neurdiheurophysiol
columns of cat visual corteroc Natl Acad Sci USB86: 1698-1702, 1989.  66: 1176-1189, 1991.
HAUsSSERM, SPRUSTONN, AND STUART G. Diversity and dynamics of dendritic McCormick DA, CoNNORS BW, LIGHTHALL JW, AND PrINCE DA. Compara-

signaling.Science290: 739-744, 2000. tive electrophysiology of pyramidal and sparsely spiny stellate neurons of
HINEs M AND CARNEVALE N. The neuron simulation environmeritleural the neocortexJ Neurophysiob4: 782—806, 1985.
Comp9: 1179-1209, 1997. McCormick DA AND HUGUENARD J. A model of electrophysiological proper-

HobpakiN A AND HuxLEY A. A quantitative description of membrane current ties of thalamocortical relay neuronsNeurophysiob8: 1384 -1400, 1992.
and its application to conduction and excitation in ned/@hysiol (Lond) MeTzner W, KocH C, WEeSSEL R, AND GaBBIANI F. Feature extraction of
117: 500-544, 1952. burst-like spike patterns in multiple sensory mapNeuroscil5: 2283—

HorrmaN DA, MAGEE JC, GLBERT CM, AND JoHNsTON D. K* channel 2300, 1998.
regulation of signal propagation in dendrites of hippocampal pyramid®ickus T, JUNG HY, AND SPRusTONN. Properties of slow, cumulative sodium

neuronsNature 387: 869—-875, 1997. channel inactivation in rat hippocampal CA1 pyramidal neur&sphys J
HuGueENARD JR. Low-threshold calcium currents in central nervous system 76: 846—-860, 1999.
neuronsAnnu Rev Physidb8: 299-327, 1996. MoRreNoH, KENTROSC, BUENO E, WEISERM, HERNANDEZ A, V EGA-SAENZ DE
HucueNARD JR AND McCormick DA. Simulation of the currents involved in MIErRA E, PoNCE A, THORNHILL W, AND Rupy B. Thalamocortical projec-
rhythmic oscillations in thalamic relay neurorkNeurophysiob8: 1373— tions have a K channel that is phosphorylated and modulated by cAMP-
1383, 1992. dependent protein kinasé.Neuroscil5: 5486-5501, 1995.
IzHIKEVICH EM. Neural excitability spiking and burstingnt J Bifurc Chaos NeLsoN ME. A mechanism for neuronal gain control by descending pathways.
10: 1171-1269, 2000. Neural Comp6: 255-269, 1994.
JENSENM, Azouz R, AND YAARI Y. Variant firing patterns in rat hippocampal NeLson ME, Xu Z, anD PAaYNE JR. Characterization and modeling of P-type
pyramidal cells modulated by extracellular potassiunNeurophysiol71: electrosensory afferent responses to amplitude modulations in a wave-type
831-839, 1994. electric fish.J Comp Physiol [A]181: 532-544, 1997.

JENSEN M, Azouz R, aND YaARl Y. Spike after-depolarization and burstNooNAaN LM, MoRALES E, RasHID AJ, DunN RJ, AND TURNER RW. Kv3.3
generation in adult rat hippocampal CA1 pyramdial cell®hysiol (Lond) channels have multiple roles in regulating somatic and dendritic spike
492: 199-210, 1996. discharge (Abstract)XXX Proc Soc Neuros@6: 1638, 2000.

J Neurophysiol vOL 86 « OCTOBER 2001 WWW.jN.0rg



MODEL OF y-FREQUENCY BURST DISCHARGE 1545

NuNEz A, Awmzica F, AND STERIADE M. Voltage-dependent fast (20—40 Hz) SHumwAy C. Multiple electrosensory maps in the medulla of weakly electric

oscillations in long-axoned neocortical neuroi&eurosciencesl: 7-10, gymnotiform fish. |. Physiological differenced.Neurosci9: 4388-4399,
1992. 1989.

NUREz A, Amzica F, AND STERIADE M. Electrophysiology of cat association SrarstromC, ScHwiNDT PC, GiUB M, AND CRILL WE. Properties of persistent
cortical cells in vivo: intrinsic properties and synaptic respondeseuro- sodium conductance and calcium conductance of layer V neurons form cat
physiol70: 418-430, 1993. sensorimotor cortex in vival Neurophysiob3: 153-170, 1985.

Pape HC. Queer current and pacemaker: the hyperpolarization-activated catign y-orp I, TRAUB R, AND JEFFERYS J. Synaptic and intrinsic mechanism

currents Annu Rev Physidb8: 329-348, 1996. ) ) - S ) .
, e _— underlying spike doublets in oscillating subicular neurah$leurophysiol
Pare D, PaPe H, anp Dong J. Bursting and oscillating neurons of the 80: 16%—%71p 1998 9 phy

basolateral amygdaloid complex in vivo: electrophysiological properties agcTi

morphological features) Neurophysiol74: 1179-1191, 1995. ERIADE M, TIMOFEEV |, DURMULLER N, AND GRENIER F. Dynamic properties

PARE D, SHINK E, GaUDREAU H, DESTEXHE A, AND LAnG EJ. Impact of of cortlpothalamlc neurons and local cortical _mter.neurons generating fast
spontaneous synaptic activity on the resting properties of cat neocorticalYthmic (30__,40 Hz) sp|k(_a‘blljrsts.Neurophy3|ol79. 483_49_0' 1998. .
neurons in vivo.) Neurophysiol?9: 1450—1460, 1998. ST'UART G AND HAUSS'EBM. Initiation and spread of sodium action potentials

ParrI HR AND CRUNELLI V. Sodium current in rat and cat thalamocortical N cerebellar Purkinje celldNeuron13: 703712, 1994. ) )
neurons: role of a non-inactivating component in tonic and burst firin@TUART G AND SAKMANN B. Active propagation of somatic action potentials
J Neuroscil8: 854—867, 1998. into neocortical pyramidal cell dendriteNature367: 69—72, 1994.

PERNEY TM AND KAczmAREK LK. Localization of a high threshold potassium STUART G AND SakvANN B. Amplification of EPSPs by axosomatic sodium
channel in the rat cochlear nucleudsComp NeuroB86: 178-202, 1997. channels in neocortical pyramidal neuroh&uron15: 1065-1076, 1995.

Pinsky P anp RiNzeL J. Intrinsic and network rhythmogenesis in a reduce®ruarT G, ScHILLER J, AND SakMANN B. Action potential initiation and
Traub model for CA3 neurond. Comput Neuroscl: 39—60, 1994. propagation in rat neocortical pyramidal neurodsPhysiol (Lond)505:

QuADRONI R AND KnopreL T. Compartmental models of type A and type B 617-632, 1997a.
guinea pig medial vestibular neurodsNeurophysiol2: 1911-1934, 1993. Sryart G, SPRUSTON N, SAKMANN B, AND HAusser M. Action potential

RaPP M, YAROM Y, AND SeGEV |. Modeling back propagating action potential  jnitiation and backpropagation in neurons of the mammalian Cli&nds
in weakly excitable dendrites of neocortical pyramidal cétisoc Natl Acad Neurosci20: 125-131, 1997b.

Sci USA93: 11985-11990, 1996. . TrRAUB R, WoNG R, MILES R, AND MicHELSON H. A model of a CA3 hip-

RAS}:"D A‘f' MOR‘}LES ﬁ TUR’;']ER Ev}ld AND DUNN RJ. Dendritic Kv3 K* pocampal neuron incorporating voltage-clamp data on intrinsic conduc-
izgnrigé ;%%Liate urst threshold in a sensory neufoNeurosci2?1: tances.) Neurophysiob6: 635-650, 1994.

' ' - URNER RW AND MALER L. Oscillatory and burst discharge in the apteronotid

RaTNAM R AND NELsoN ME. Nonrenewal statistics of electrosensory afferen? electrosensory lateral line lobé.Exp Biol 202: 1255-1265, 1999.

spike trains: implications for the detection of weak sensory sigdaieu-
r(?sci 20: 6672—%683, 2000. y sig TURNER RW, MALER L, DEERINCK T, LEVINSON SR, AND ELLISMAN M. TTX-

RHODES P AND Grav C. Simulations of intrinsically bursting neocortical sensitive dendritic sodium channe_ls underlie oscillatory discharge in a
pyramidal neuronsNeural Comp6: 10861110, 1994. vertebrate sensory neurohNeuroscil4: 6453-6471, 1994.
RiBARY U, I0ANNIDES K, SINGH K, HASSON R, BoLToN J, Labo F, MociLNer ~ TURNER RW, MeveErs DER, RCHARDSON TL, AND BARKER JL. The site for
A, anp LLNAS R. Magnetic field tomography of coherent thalamocortical initiation of action potential discharge over the somato-dendritic axis of rat
40-Hz oscillation in humansProc Natl Acad Sci USA8: 11037-11041,  hippocampal CA1 pyramidal neuronsNeuroscill: 2270-2280, 1991.
1991. TurRNER RW, RANT J, AND MALER L. Oscillatory and burst discharge across
RinzeL J. A formal classification of bursting mechanisms in excitable systems.electrosensory topographic magsNeurophysiol76: 2364 -2382, 1996.
In: Proc. Intl. Congress Mathematiciansdited by Gleason AM. Provi- VELAscol, BEck EJ,AnD CovaRRUBIAS M. Receptor-coupled regulation of'K

dence, RI: Am. Math. Soc., 1987, p. 1578-1594. channel N-type inactivatiorNeurobiology6: 23-32, 1998.

Rupy B, CHow A, Lau D, AMARILLO Y, OzAITA A, SacaNicH M, MoreNoH,  WAaNG L-Y, GaN L, ForsYyTHE ID, AND KAaczmAREK LK. Contribution of the
NADAL MS, HerRNANDEZ-PINEDA R, HERNANDEZ-CRUZ A, ERISIR A, LEO- Kv3.1 potassium channel to high-frequency firing in mouse auditory neu-
NARD C, AND VEGA-SAENZ DE MIERA E. Contributions of Kv3 channels to  rones.J Physiol (Lond)509: 183-194, 1998.
neuronal excitabilityAnn NY Acad Sd868: 304—-343, 1999. WaNG X-J. Fast burst firing and short-term synaptic plasticity: a model of

SaNcHEZ R, SURkis A, AND CHRISTOPHER L. Voltage-clamp analysis and  neocortical chattering neuronSeuroscience9: 347-362, 1999.

computer simulation of a novel cesium-resistant A-current in guinea piyanc X-J AND RinzeL J. Oscillatory and bursting properties of neurons. In:

laterodorsal tegmental neurorlsNeurophysiol79: 3111-3126, 1998. The Handbook of Brain Theory and Neural Networddited by Arbib M.
ScHwinDT PC anD CriLL WE. Amplification of synaptic current by persistent Cambridge, MA: MIT Press, 1996, p. 686—691.

sodium conductance in apical dendrite of neocortical neurdrieuro- WEeISERM, DE MIERA V-S, KENTROSC, MORENO H, FRANZEN L, HiLLman D,

physiol 74: 2220-2224, 1995. AND BAKER H. Differential expression of Shaw-related' kchannels in rat
ScHwinDT PC, O'BRIEN J, anD CriLL WE. Quantitative analysis of firing  central nervous systend.Neuroscil4: 949-972, 1994.

properties of pyramidal neurons from layer 5 of rat sensorimotor corteWesseL R, KocH C, AND GaBaiANI F. Coding of time varying electric field

J Neurophysiol77: 2484-2498, 1997. amplitude modulations in a wave-type electric fishNeurophysiol75:
SEKIRNJAK C, MARTONE ME, WEISERM, DEERINCK T, BUENO E, RuDY B, AND 2280-2293, 1996.

ELusMAN M. Subcellular localization of the K channel subunit Kv3.1b in WiLLiaMs S AND STUART G. Mechanisms and consequences of action poten-

selected rat CNS neuronBrain Res766: 173-187, 1997. tials burst firing rat neocortical pyramidal neurodsPhysiol (Lond)521:
SHAO L-R, HALVORSRUD R, BorRG-GRAHAM L, AND STrRoOM J. The role of 467-482, 1999.

BK-type C&"* dependent K channels in spike broadening during repetitiveWiLLiams SRAND STUART GJ. Action potential backpropagation and somato-

firing in rat hippocampal pyramidal celld. Physiol (Lond)521: 135-146, dendritic distribution of ion channels in thalamocortical neurdnseurosci

1999. 20: 1307-1317, 2000.

J Neurophysiol VOL 86 « OCTOBER 2001 WWW.jN.0rg



