Firing statistics of a neuron model driven by long-range correlated noise
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We study the statistics of the firing patterns of a perfect integrate and fire neuron model driven by additive long-range correlated Ornstein-Uhlenbeck noise. Using a quasistatic weak noise approximation we obtain expressions for the interspike interval (ISI) probability density, the power spectral density, and the spike count Fano factor. We find unimodal, long-tailed ISI densities, Lorenzian power spectra at low frequencies, and a minimum in the Fano factor as a function of counting time. The implications of these results for signal detection are discussed.
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I. INTRODUCTION

Long-range correlations are ubiquitous in nature [1]. For example, it is known that natural images [2] as well as music [3] display long-range correlations. These signals serve as natural stimuli to neurons in the visual and auditory systems, respectively. It is known that these neurons exhibit long-range correlations in their spike trains [4,5], and there is much speculation as to the functional role these correlations might serve. For example, there has been speculation that long-range correlations in neurons provide some advantages in terms of matching the detection system to the expected signal [5,6].

The regularity shown by neural spike trains will have consequences on stimulus encoding and detection. It has been recently shown that both auditory neurons [5] and electroreceptors of weakly electric fish display both short-range anticorrelations and long-range correlations in the interspike interval (ISI) sequence [7,8]. Long-range correlations of different kinds, namely, long-range anticorrelation, have also been observed in paddlefish electroreceptors [9].

It has been shown that short-range anticorrelation and long-range correlation could contribute to a minimum in spike train variability as measured by the Fano factor (variance-to-mean ratio of the spike count) at a behaviorally relevant time scale [8]. In that study the minimum was numerically observed for a leaky integrate-and-fire neuron with dynamic threshold (LIFDT) driven by periodic forcing and weak long-range correlated noise. Our study focuses on the sufficient conditions under which such a minimum can be obtained in a neuron model. Our results show that dynamic threshold, leakage, and periodic forcing are not necessary to obtain a nonmonotonous Fano factor. A perfect integrate-and-fire model driven by long-range correlated noise contains all the essential elements to reproduce a minimum in the Fano factor.

We also examine how the long-range correlated noise affects ISI statistics and the spike train power spectrum. The ISI densities and correlation measures are difficult to obtain analytically for the LIFDT, but are possible, with certain approximations, for the perfect integrate-and-fire neuron. Unimodal ISI densities with long tails are analytically obtained, and the correlation present in the driving noise source is shown to carry over to the ISI correlation coefficients. The structure of the power spectrum follows, as a consequence of the Fano factor shape. Analytic results are compared with results of numerical simulations throughout.

Section I presents the model system and outlines the approximations used for the analytics as well as the parameter regime under which they are valid. Section II characterizes the ISI statistics and shows how their properties reflect the properties of the input to the neuron. In Secs. III and IV the statistics of the output spike trains are analyzed by using the Fano factor, the spike-spike autocorrelation function, and the power spectral density. The analytic expression for the Fano factor agrees with the simulation results, revealing a minimum for this simple integrate-and-fire model. The implications of these results are finally discussed.

A. Model

Here we look at a simple neuron model, the perfect integrate-and-fire neuron, driven by Ornstein-Uhlenbeck (OU) noise, \( \eta(t) \). The dynamical equations describing our system are

\[
\frac{d v(t)}{dt} = \mu + \eta(t),
\]

\[
\frac{d \eta(t)}{dt} = -\frac{\eta(t)}{\tau} + \sqrt{\frac{2D}{\tau}} \xi(t),
\]

where \( v(t) \) is the membrane voltage, \( \mu \) is a constant bias, \( \tau \) and \( D \) are, respectively, the correlation time and variance of the OU process, and \( \xi(t) \) is Gaussian white noise with autocorrelation \( \langle \xi(t) \xi(t') \rangle = \delta(t-t') \). The driving OU process has a Gaussian stationary probability density \( \rho(\eta) = \exp[-\eta^2/(2D)]/\sqrt{2\pi D} \) and an exponential correlation function \( \langle \eta(t) \eta(t') \rangle = D \exp[-|t-t'|/\tau] \). The voltage is reset to 0 once it reaches a threshold value \( v_{th} \), without resetting \( \eta(t) \). For all numerical results, unless stated otherwise we use the parameter values \( v_{th} = 2\pi \) and \( \mu = 1 \). The times at which the voltage crosses threshold, \( \{t_k\} \), will be the spike times of the resulting spike train given by the expression

\*Email address: jmidd620@science.uottawa.ca
The spike count \( N(t) \) [i.e., the number of spikes observed in a counting window \((0,t)\)] is given by
\[
N(t) = \int_0^t dt x(t) = \sum_{0 < t_k} \Theta(t-t_k),
\]
where \( \Theta(t) \) is the Heaviside step function. Figure 1 shows a realization of the membrane voltage \( v(t) \) and its corresponding driving noise \( \eta(t) \). This illustrates the slow modulating effects of the noise on the ISIs.

An equivalent spike train can be generated without the explicit reset of the voltage, but, instead, by incrementing the threshold by \( v_{th} \) every time the voltage reaches it. Spikes are generated each time the threshold is incremented. In this picture, without explicit voltage reset, the spike count at time \( t \) is equal to the threshold divided by the constant \( v_{th} \). The freely evolving dynamics in Eq. (1) is equivalent to the Brownian motion of a particle on an inclined plane. Variables \( v(t) \) and \( \mu + \eta(t) \) are then viewed as the particle’s position and velocity, respectively. Provided we have a finite positive bias, \( \mu > 0 \), the average difference between \( v_{th}(N(t) + 1) \) and \( v(t) \) does not grow unbounded in time, whereas the standard deviation of \( v(t) \) grows as \( \sqrt{t} \), asymptotically. Consequently, in the asymptotic limit, the statistics of the threshold and of the counting process \( N(t) \) become indistinguishable from the statistics of \( v(t) \), as seen in Fig. 2.

\section*{B. Quasistatic approximation}

We wish to look at the effect of long-range correlated noise, so we use a quasistatic approximation for the noise. If \( \tau \) is much larger than the average ISI, then on short time scales \( \eta \) is approximately constant. In this way we can relate each ISI to a unique value of the OU process.

The variance of the noise was set to a large value, \( D = 1 \), which is used here to visually discern the modulation of the interspike intervals. The time constant used was \( \tau = 100 \). The vertical bars on top of the voltage trace in the upper panel is not from the dynamics in Eq. (1), but were added to illustrate spikes.

\begin{equation}
x(t) = \sum_k \delta(t-t_k).
\end{equation}

\section*{II. INTERSPIKE INTERVAL STATISTICS}

\subsection*{A. Stationary probability density function}

The first quantity of interest is the stationary PDF of ISIs. In order to obtain the stationary ISI PDF we can average the conditional PDF between \( I_k \) and \( \eta_k \) over all values of \( \eta_k \):

\begin{equation}
P(I_k | \eta_k) = \delta \left( I_k - \frac{v_{th}}{\mu + \eta_k} \right).
\end{equation}
\[ P(I_k) = \int_{-\infty}^{\infty} d\eta_k P(I_k | \eta_k) \rho(\eta_k). \]  

The statistics of the values of the OU process sampled at the beginning of each ISI, \( \eta_k \), are not the same as for the continuous OU process, \( \eta \). Imagine we measure the noise value at the beginning of each interspike interval of a long spike train. Then a higher value of noise leads to a shorter interval and hence to more intervals within a given time period than a lower value of \( \eta \). This problem is known as biased sampling of a stochastic variable [10] and is resolved by a corrective factor given by the inverse interspike interval (see also Ref. [11]). Normalization of the corrected PDF yields

\[ \rho(\eta_k) = \frac{e^{-\frac{\eta_k^2}{2D}}}{\sqrt{2\pi D}} \left( 1 + \frac{\eta_k}{\mu} \right). \]  

For simplicity, this normalization as well as any integration in the remainder of the paper is performed with respect to the full range of noise values, including \( \eta < -\mu \), since these values will make a negligible contribution to the integrals we perform. Inserting Eq. (8) into Eq. (7) yields the PDF for the interspike interval density:

\[
P(I_k) = \int_{-\infty}^{\infty} d\eta_k \delta(I_k - \frac{v_{th}}{\mu + \eta_k}) e^{-\frac{\eta_k^2}{2D}} \left( 1 + \frac{\eta_k}{\mu} \right) 
\]

\[
= \int_{-\infty}^{\infty} d\eta_k \delta(I_k - \frac{v_{th}}{I_k + \mu}) e^{-\frac{\eta_k^2}{2Dv_{th}\mu}} (\mu + \eta_k)^3 
\]

\[
= \frac{v_{th}^2}{\sqrt{2\pi D\mu}} \exp\left[ -\frac{(\mu I_k - v_{th})^2}{2D\mu} \right] I_k^2. 
\]  

Using these densities the means for the sampled stationary OU process and ISI are, respectively, \( D/\mu \) and \( v_{th}/\mu \). Note, however, that the PDF decays as \( 1/I_k^2 \) for large \( I_k \) according to a power law, in contrast to the white noise driven case [12]. This implies a divergence for the second and higher moments revealing again that the approximation made is restricted to ISIs smaller than \( \tau \).

Figure 3 shows the stationary PDF for fixed \( \tau \) and several values of \( D \) from both numerical simulation of Eq. (1) and the corresponding theoretical curves using Eq. (9). With increasing noise the mean of the density does, in fact, remain the same at \( v_{th}/\mu \), because the shift of the peak towards smaller ISI values is balanced out by the long tails for larger ISI values. Even though we began with a weak noise condition (5), the theoretical densities agree with simulation results very well beyond this condition. The agreement holds even for higher noise values (i.e., \( D = 1 \)), though not as well for smaller noise values.

Figure 4 shows the simulation and theoretical PDFs for fixed \( D \) and various values of \( \tau \). The numerical results agree well with the theory, but the agreement breaks down when \( \tau \) is on the order of the mean ISI. For shorter values of \( \tau \), i.e., \( \tau < v_{th}/\mu \), the quasistatic approximation is no longer valid.
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**Figure 3.** Stationary ISI probability densities. Numerical simulations for fixed \( \tau = 1000 \) and different values of variance \( D \) along with the theoretical probability densities (9). Note that the mean is \( v_{th}/\mu \) in all cases.

**B. Serial correlation coefficient**

The serial correlation coefficient (SCC) is a measure of correlation between different elements in a sequence of random events. The SCC, \( \rho_l \) in this case, is between two ISIs separated by \( l \) intermediate ones. The number \( l \) is referred to as the lag, and the SCC at lag \( l \) is given by

\[
\rho_l = \frac{\langle I_{k+l} \rangle - \langle I_k \rangle \langle I_{k+l} \rangle}{\langle I_k^2 \rangle - \langle I_k \rangle^2}, 
\]  

where the averages here are over an ensemble of ISI sequences. The mean values for the \( k \)th and the \( (k + l) \)th ISIs are the same if the process giving rise to these ISIs is stationary. A simple expression for these SCCs can be obtained first by taking the Taylor expansion of Eq. (4) about \( \eta_k = 0 \):

\[
I_k \approx \frac{v_{th}}{\mu} \left( 1 - \frac{\eta_k}{\mu} \right). 
\]  
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**Figure 4.** Stationary ISI probability densities. Numerical simulations for \( D = 0.01 \) and different values of the correlation time \( \tau \). The theoretical result (9) is independent of \( \tau \) because of the quasistatic approximation. The quasistatic approximation is not valid for small values of \( \tau \).
allows us to estimate the ISI correlation:

\[ \rho_i \approx \frac{\langle \eta_k \eta_{k+i} \rangle - \langle \eta_k \rangle^2}{\langle \eta_k^2 \rangle - \langle \eta_k \rangle^2} = C_\eta(l), \]  
(12)

which is simply the autocorrelation function of the sampled OU process. For low noise, the times \( t_{k+i} \) at which the process is sampled do not deviate much from \( t_k + l(I) \). This allows us to estimate the ISI correlation:

\[ \rho_i \approx C_\eta(l) = C_\eta(l(I)) \]

\[ = \exp \left[ -\frac{1}{\nu_{th}} - \frac{l(I)}{\tau} \right]. \]  
(13)

Although this formula is just a simple estimate, it fits the simulation data, Fig. 5, rather well. Deviations become apparent for moderate values of the correlation time \( \tau \) (i.e., in Fig. 5, \( \tau = 10^{\text{ms}}(l(I)) \)) and for larger values of the noise variance (not shown). Numerical simulations have shown that for extremely large correlation times the noise variance needs to be scaled down appropriately in order to maintain agreement with the theoretical expression, Eq. (13). Details will be given elsewhere. Apart from these small deviations, we can state that for weak long-range correlated noise, the exponential correlation of the noise carries over to the ISI statistics and that the “correlation lag” (i.e., the discrete counterpart of a correlation time) is given by

\[ l_{\text{corr}} = \frac{\tau}{\langle I \rangle} = \frac{\tau \mu}{\nu_{th}}. \]  
(14)

III. FANO FACTOR

A. Large-time analytic approximation

The Fano factor [13] \( F(t) \) is the variance to mean ratio of a counting process \( N(t) \) for a given counting time \( t \). It is

\[ F(t) = \frac{\text{Var}[N(t)]}{\text{Mean}[N(t)]} = \frac{\langle N(t)^2 \rangle - \langle N(t) \rangle^2}{\langle N(t) \rangle}. \]  
(15)

It is readily seen that for moderate time, \( t < \tau \), the Fano factor is \( F_{\text{large}} \approx Dt \) (no \( \tau \) dependence), whereas for \( t \rightarrow \infty \) we have \( F_{\text{large}} = D \tau \) (i.e., saturation). Hence, the linear growth of the Fano factor in time (corresponding to the ballistic phase of Brownian motion) is determined only by the variance of noise values, while the correlation sets where the ballistic phase terminates. Figure 6 shows \( F_{\text{large}}(t) \) for different variabilities of the OU process with \( \tau = 10^3 \). Theoretical curves converge toward the numerical results for a sufficiently long counting time. The convergence is faster for intermediate noise values, as seen in Fig. 6. The Fano factor curves reach an asymptotic value, given by

\[ \lim_{t \rightarrow \infty} F_{\text{large}}(t) = \lim_{t \rightarrow \infty} F(t) = \frac{2D \tau}{\nu_{th} \mu}. \]  
(16)

B. Short-time analytic approximation

The Fano factor of the random point process described by our neuron with long-range noise \( (1) \) approaches 1 in the limit \( t \rightarrow 0 \), which is the Poissonian limit \([10]\). Equation (15) is only valid in the large counting time limit. The arrows indicate the positions of the minimum in the Fano factor as given by Eq. (23).
can use this expression as well as the large time approximation (15) to interpolate values of the Fano factor at intermediate time scales.

The intensity of the long-range correlated noise is small in our approximation. Consequently, over short counting times the spike train appears very regular. Because of this regularity the Fano factor for a deterministic spike train will be a good approximation. Figure 7 shows such a spike train with a given counting time \( t \). The variable \( \Delta \) [used here as shorthand for \( \text{mod}(t, \langle I \rangle) \)] is the difference in time between \( t \) and the largest number of integer multiples of \( \langle I \rangle \) that \( t \) contains. We shall refer to this largest integer as \( k \), which gives us \( t = k \langle I \rangle + \Delta \). As Fig. 7 shows, for a given \( t \), the spike count \( N \) can take on only one of the two values: \( k \) or \( k + 1 \). The probabilities of observing these counts are

\[
P(i) = \begin{cases} 
1 - \frac{\Delta}{\langle I \rangle}, & i = k \\
\frac{\Delta}{\langle I \rangle}, & i = k + 1 \\
0, & \text{otherwise},
\end{cases}
\]

(17)

where \( i \) is the index of the spike in the deterministic spike train. From \( P(i) \) we can obtain the mean and variance of the spike count:

\[
\langle n \rangle = \frac{t}{\langle I \rangle},
\]

(18)

and

\[
\langle n^2 \rangle = \sum_{i=0}^{\infty} i^2 P(i) = k^2 + 2k \frac{\Delta}{\langle I \rangle} + \frac{\Delta}{\langle I \rangle}.
\]

(19)

and thus the variance becomes

\[
\langle n^2 \rangle - \langle n \rangle^2 = \frac{\Delta}{\langle I \rangle} \left( 1 - \frac{\Delta}{\langle I \rangle} \right).
\]

(20)

From this, we can obtain an expression for the Fano factor for small counting times:

\[
F_{\text{small}}(t) = \frac{\langle n^2 \rangle - \langle n \rangle^2}{\langle n \rangle} = \frac{\Delta}{\tau} \left( 1 - \frac{\Delta}{\langle I \rangle} \right).
\]

(21)

The variance of the deterministic regular spike train is a periodic sequence of inverted parabolas with a local maximum of 1/4 located at every odd multiple of \( \langle I \rangle/2 \). Because the variance does not grow past a finite value in time, the Fano factor is damped out by the linearly increasing mean and becomes negligible at large time scales.

C. Full-range approximation

The sum of the short-time and the long-time approximations, \( F(t) = F_{\text{small}}(t) + F_{\text{large}}(t) \), provides a good fit to data from numerical simulations over the full range of counting windows, as can be seen in Fig. 8. Figure 6 shows that for a given \( t \), the spike count \( N \) is confined to a minimum in the Fano factor, as given by Eq. (23). The numerical data is the same as in Fig. 6.

\[
\frac{d}{dt} \left[ \frac{v_{ih}}{4 \mu t} + \frac{2D \tau}{v_{ih} \mu} \left( 1 - \frac{\tau}{\tau_h} \right) \right] = 0.
\]

(22)

Since the position of the minimum is, in general, much smaller than \( \tau \), we can expand the exponential in Eq. (22) to second order and differentiate. Solving the resulting equation yields the approximate position of the minimum of the Fano factor:

\[
t_{\text{min}} \approx \frac{v_{ih}}{2 \sqrt{D}}.
\]

(23)
Because we consider large correlation times $\tau$, the times at which the sum of $F_{\text{small}}(t)$ and $F_{\text{large}}(t)$ gives a minimum occur only in the ballistic region of Brownian motion. Here, neither $F_{\text{small}}(t)$ nor $F_{\text{large}}(t)$ depend on $\tau$. Hence, the minimum is determined by the only remaining parameter, namely the noise variance.

The positions of the minimum, as given by Eq. (23), are indicated by arrows in Figs. 6 and 8, which agree very well with the apparent positions of the minimum given by the numerical simulations. We have thus shown that Eq. (1) exhibits a minimum in the Fano factor, and that the position of this minimum does not depend on the correlation time $\tau$ in this quasistatic approximation, but is entirely determined by the variance of the noise.

IV. SPIKE TRAIN POWER SPECTRUM

We now derive correlation and spectral properties of the spike train generated by Eq. (1). The relation between the Fano factor and the spike autocorrelation function is given by [10]

$$ F(t) = 1 + \frac{2}{f} \int_0^t ds \left( 1 - \frac{s}{t} \right) R_{xx}^+(s), \tag{24} $$

where $f = \mu / v_{th}$ is the mean firing rate of the point process and $R_{xx}^+(t)$ is the autocorrelation function of the spike train for $t > 0$ (not including the $\delta$ function at the origin). We can invert this relation to find $R_{xx}^+$ in terms of the Fano factor

$$ R_{xx}^+(t) = \frac{\mu}{2 v_{th} t} \frac{d}{dt} \left( t^2 \frac{d}{dt} F(t) \right). \tag{25} $$

The power spectrum can be calculated by the Fourier transform of the autocorrelation function

$$ S(f) = \int_{-\infty}^{\infty} dt e^{i 2 \pi f t} R_{xx}(t). \tag{26} $$

Due to the linearity of the differential operator acting on the Fano factor in Eq. (25), the correlation can be expressed as a sum of two contributions: one coming from the small time approximation of the Fano factor and the other from the large time approximation. The discontinuities in the derivatives of the small time approximation make the integration of its corresponding correlation function analytically difficult. If we limit our focus to the correlation function at large times (coming from the large time Fano factor), we can describe the power spectrum at low frequencies. Substituting the expression for the large-time Fano factor, Eq. (15), will give us the autocorrelation function for large times:

$$ R_{xx}^+(t) = \frac{D}{v_{th}} e^{-t/\tau}. \tag{27} $$

Inserting this expression into Eq. (26) gives us a Lorenzian spectrum:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9}
\caption{The low frequency power spectrum derived from the large time Fano factor approximation Eq. (15) compared with simulation results of Eq. (1). Results for three values of the noise correlation time are shown. The variance of the noise used in the simulations is $D = 0.1$. For reference, the frequency corresponding to the inverse ISI is $f = 0.159$.}
\end{figure}
It is apparent that by increasing the counting time, while on noise intensities. The minimum of the Fano factors from Eq. and weakly electric fish electroreceptors served in the experimental data in both auditory fibers received by a neuron. The Fano factor minimum has been observed experimentally in electric fish electroreceptors [7,27].

An accurate electroreceptor model [28] driven by long-range correlated noise and periodic forcing was shown to reproduce this observed minimum [8]. This result was later reproduced in a simpler leaky integrate-and-fire model with dynamic threshold [15] driven by both white and correlated noises without periodic forcing. In that study, negative ISI correlations, present due to a dynamic threshold [29], further decreased the Fano factor, from the value obtained with a renewal process, while the positive ISI correlations due to the slow noise increased it, giving rise to a minimum where signal detection with respect to an equivalent renewal process was greatest [15]. Here we have found that the simple generic perfect integrate-and-fire driven by long-range correlated noise is sufficient to observe the Fano minimum. In particular, the counting time at which the minimum occurred varies with noise intensity, possibly explaining the experimentally observed variability in the position of the minimum in weakly electric fish electroreceptors [7]. While the minimum arising from the perfect integrate-and-fire neuron is not as pronounced as that from the LIFDT, it is perhaps a less restrictive model. Because of this, it may be useful for the phenomenological description of the Fano factor and its minimum, and thus signal detection time scales in various sensory system experiments.
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For the white noise driven case perfect integrate-and-fire, the ISI density is given by

\[ P(WN(I)) = \frac{v_{th} \exp\left(-\frac{(\mu I - v_{th})^2}{2QI}\right)}{\sqrt{2\pi QI}} \]

where \( Q \) is the intensity of the driving noise process. Although at first glance this resembles Eq. (9), the difference in functional form of the two expressions are distinct. This is because the power by which \( I \) enters the denominator of the exponential argument and the denominator of the entire expression is different for the two cases.
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[12] For the white noise driven case perfect integrate-and-fire, the ISI density is given by \( P(WN(I)) = v_{th} \exp\left(-\left(\mu I - v_{th}\right)^2/2QI\right)/\sqrt{2\pi QI} \), where \( Q \) is the intensity of the driving noise process. Although at first glance this resembles Eq. (9), the difference in functional form of the two expressions are distinct. This is because the power by which \( I \) enters the denominator of the exponential argument and the denominator of the entire expression is different for the two cases.